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ABSTRACT

Protoplanetary disks are birthplaces of planets. The past decade witnessed a great advance-

ment in disk observations by Atacama Large Millimeter Array (ALMA) and extreme adaptive

optics (ExAOs). Hundreds of disks have been observed at high angular resolutions and revealed

rich substructures (e.g., gaps/rings) at midplane and atmosphere, at least part of which are per-

turbed by planets. Deep understanding of disk physics has a great potential to unveil more young

planets from substructures and distinguish those that are not caused by planets. I worked on con-

straining young planet populations using planet-disk interaction simulations and substructures and

self-consistent treatment of thermal structures of protoplanetary disks. I developed the tool to infer

planet mass by fitting the relationship between the gap width, planet mass, disk viscosity, grain

size, and gas surface density using planet-disk interactions simulations. Then I used substructures

found in DSHARP (Disk Substructures at High Angular Resolution Project) to infer a population of

young planets at 10-100 au with 10-100 Earth masses, which is at a different regime from detected

mature exoplanets. To improve the tool, I used an additional set of simulations to demonstrate

the effectiveness of deep learning in obtaining planet and disk properties. To improve the statis-

tics, I subsequently used a more uniformly selected Taurus sample to infer the planet occurrence

rates considering selection and detection biases. However, these results are based on isothermal

simulations commonly adopted in the field. Dust and thermal structures in disks can affect these

interpretations. By changing the disk cooling rate, I found a certain regime that planet-launched

spirals can be damped, leading to narrower and shallower gaps. Focusing on the rings, I showed
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that the concentration of large grains at the ring can lead to a drop of temperature, which changes

the shape of the ring and may even lead to more rings. Radiation hydrodynamic simulations can

capture the thermal structure in a time-dependent manner, improving self-consistency. I used rad-

hydro to study a hydrodynamic instability, vertical shear instability (VSI) that operates in the outer

disk. VSI can lead to kinematic and morphological substructures that can be misinterpreted as

planet origin. I found that when considering realistic temperatures, the kinematics change signif-

icantly compared to previous isothermal simulations, resulting in entirely different observational

signatures. The cool midplane becomes quiescent whereas the atmosphere becomes turbulent.

The classical radially narrow, vertically extended circulation pattern disappears and becomes more

isotropic turbulence. These are consistent with existing ALMA observations and can be tested for

the ongoing ALMA large program exoALMA. Zonal flows and substructures can develop depend-

ing on the disk inner cavity size. A strong shear flow occurs at the boundary between the cool

midplane and superheated atmosphere, leading to layered accretion.
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7.15 Comparison to Carrasco-González et al. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318
7.16 More Constraints on Dust Properties from SED Fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319

7.16.1 Dust Surface Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319
7.16.2 Gas-to-Dust Mass Ratio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 320
7.16.3 Maximum Particle Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321
7.16.4 Stokes Number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321

7.17 SED and Polarization Fraction Fitting with Compact 100 Micron-Sized Particles . . 323

CHAPTER 8 Thermal Structure Determines Kinematics:
Vertical Shear Instability in Stellar Irradiated Protoplanetary Disks . . . . . . . . . . . . . . . . . . . . . . . 338
8.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 338
8.2 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
8.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344

8.3.1 Disk Model Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344

xi



8.3.2 Radiation Hydrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
8.3.3 Pure Hydro Simulations with Different Levels of Simplifications . . . . . . . . . . . 353

8.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355
8.4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355
8.4.2 Thermal Structure Determines Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357
8.4.3 Accretion, Zonal Flow, and Vertical Shear Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . 365
8.4.4 Good Approximation: Background Temperature with Local Orbital Cooling 375

8.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 378
8.5.1 Gas Substructures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 378
8.5.2 Observational and Modeling Prospect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 382

8.6 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
8.7 Implementation of Stellar Irradiation and Unit Conversion. . . . . . . . . . . . . . . . . . . . . . . . . 389
8.8 Energy Budget . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 394
8.9 Disruption of the Inertial Wave. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 395
8.10 Asymmetry Above and Below the Midplane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 401
8.11 Parameter List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 402

CHAPTER 9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 404

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 406

CURRICULUM VITAE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459

xii



LIST OF TABLES

3.1 Characteristics of Identified Substructures. Notes: r0 represents the radial dis-
tance from disk center. No depth measurement is provided for D46 of BP Tau as
the intensity at gap center is suspiciously low and the gap-ring pair itself may be
an artifact of fitting noisy data at long baselines (see Jennings et al. 2022b for a
discussion). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.2 Planet Occurrence Rates for Taurus and DSHARP Sample. . . . . . . . . . . . . . . . . . . . . . . . . 112
3.3 Compact Disk Model Parameters. This table is a recreation of Tables 1 and 3 from

Long et al. (2019), with new effective radii calculated from the model intensity
profiles produced in this work. Distance estimates are from Gaia DR2 parallax
data (Gaia Collaboration et al. 2016; 2018). Distances and effective radii are shown
without uncertainties as those uncertainties are very small (1% or less). . . . . . . . . . . . . 119

3.4 Characteristics of Identified Substructures (Taurus Disks in Long et al. (2018a)). . . . 131
3.5 (continued) Characteristics of Identified Substructures (Taurus Disks in Long et al.

(2018a)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.1 Model list. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

8.1 Parameters used in the paper. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 403

xiii



LIST OF FIGURES

1.1 A gallery of disk substructure morphologies; the color maps for mm continuum
are purplish and infrared scattered light are yellowish (see Figure 11 in Andrews
2020 and references therein). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 The 2-D gas surface density in log scale for h/r=0.05, 0.07 and 0.1 from left to
right panel blocks. In each block, the models for a = 10�4 ,10�3 ,10�2 are shown
from left to right. The planet mass increases from top to bottom, namely Mp =
11 M�, 33 M�, 0.3 MJ , 1 MJ and 3 MJ , if M⇤ = M�. In each panel, the star is
located at the center, and the plotting region is 3 ⇥ 3 in units of rp, where rp is the
distance between the star and the planet. The planet is located at (x,y) = (1,0) and
orbits counterclockwise around the star. Smax and Smin are chosen to highlight the
structures in each panel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 The azimuthally-averaged gas surface density for models of h/r=0.05, 0.07 and
0.1 are shown from left to right. Disks with a = 10�4 ,10�3 ,10�2 are shown from
top to bottom. Blue, yellow, green, red and purple curves represent the gas surface
density for planet mass Mp = 11 M�, 33 M�, 0.3 MJ , 1 MJ and 3 MJ respectively,
if M⇤ = M�. The dashed curves show the cases with visible asymmetry at the gap
edge in Figure 2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3 The deviation from the Keplerian velocity dvrot (the upper panel) and the normal-
ized disk surface density (the disk density over the initial disk density, the lower
panel) across the gap for model h5am4p4. In the upper panel, the directly mea-
sured dvrot is plotted as the orange curve, while the dvrot derived from the radial
force balance is plotted as the blue curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.4 The deviation from the Keplerian velocity for all runs, where dvrot = (vf - vK) / vK .
The layout is the same as Figure 2.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.5 Panel a: upper panels show the radial distance between the positions of dvrot max-
imum and minimum peaks (Dr). Bottom panels show the difference between dvrot
at its maximum and minimum values (Ddvrot). The star, triangle and pentagon
markers represent models with a = 10�4, 10�3 and 10�2, respectively. The unfilled
markers are eccentric cases the same as in Figure 2.2 and 2.4 shown in dashed lines.
Panel b: the fitting formula (Equation 2.16) with all measured Ddvrot in panel A.
The numbers inside the symbols represent cases with different planet masses in as-
cending order (e.g., ”1” stands for 11 M�). The error-bar is shown at the upper-left
corner. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

xiv



2.6 The dust continuum emission maps for cases with h/r=0.05 (left panels), h/r=0.07
(middle panels) and h/r=0.1 (right panels) at 1.27 mm. The initial gas surface
density at the planet position Sg,0 is 3 gcm�2. The initial dust size distribution is
assumed to follow n(s) µ s�3.5 with the maximum grain size of 0.1 mm (DSD1).
The layout is the same as Figure 2.1. The images are convolved with a Gaussian
kernel with s of 0.06 rp (or FWHM of 0.14 rp), which is shown in the bottom right
of the panels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.7 Similar to Figure 2.6, except that the initial dust size distribution is assumed to
follow n(s) µ s�2.5 with the maximum grain size of 1 cm (DSD2). . . . . . . . . . . . . . . . . 34

2.8 Eccentricity (upper panels) and distance between the ellipse center and the central
star (lower panels) for intensity images from Sg,0 = 3 gcm�2 (Figure 2.6 and 2.7). . 35

2.9 The contrast at the outer gap edge for every model. The upper panels use DSD1
dust size distribution while the lower panels use DSD2 dust size distribution. Con-
trast is the intensity of the brightest part of the ring over the intensity at Dq = 180�

opposite location on the ring. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.10 The ‘normalized’ radial intensity profile for cases with h/r=0.05 (left panels) h/r=0.07

(middle panels), and h/r=0.1 (right panels). From left to right in each panel block,
a = 10�4 ,10�3 ,10�2 in disks. From top to bottom, the planet mass increases (the
layout is similar to Figure 2.1, 2.6 and 2.7.). The solid curves are calculated with
the DSD1 dust size distribution, while the dot-dashed curves are calculated with
the DSD2 dust size distribution. The seven colors of lines denote different initial
gas surface densities (Sg,0). The profiles are smoothed with a Gaussian kernel with
s =0.06 rp. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.11 An example of our definition of the gap depth (d ) and width (D). rpeak (marked
by a star) and rgap (marked by a triangle) are first found and are used to calculate
Iedge, which is the average between I(rpeak) and I(rgap). rout and rin are positions
where the intensity equals Iedge. The gap width (D) is (rout-rin)/rout . The depth (d )
is I(rpeak)/I(rgap). (This example is taken from model h5am4p3 with Sg,0 = 10
gcm�2 and DSD1.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

xv



2.12 Fitting of gap widths D vs. K0 for different models with dust size distribution
{smax, p} = {0.1 mm,�3.5} (panel a) and {smax, p} = {1 cm,�2.5} (panel b).
The first panel is the fitting of the gas surface density, which is used to calibrate the
index above h/r and a . The best fit is K0 = q(h/r)�0.18a�0.31. The stars, triangles,
and pentagons represent models of a = 10�4, 10�3, and 10�2, respectively. Models
for h/r = 0.05, 0.07 and 0.1 are in blue, orange, and green respectively. The label
1, 2, 3, 4 and 5 within symbols represent the planet mass from 10 M� to 3 MJ
increasingly. The rest of panels are fits of gaps in dust intensity profiles. From left
to right and top to bottom, they are models scaled to the initial gas density Sg,0 =
0.1gcm�2, 0.3gcm�2, 1gcm�2, 3gcm�2, 10gcm�2, 30gcm�2, 100gcm�2. The
best fits using Equation 2.22 are plotted as the dashed lines and the constants A
and B are shown in Table 1 in Zhang et al. (2018b). We neglect outliers (shown in
unfilled markers) when fitting the line. The outliers either have very shallow gaps,
or have double gaps (horseshoe in between), thus have widths smaller than their
counterparts. For cases which clearly show that the major gap is split into two by
the horseshoe region, the widths of the two individual gaps around the horseshoe
are also presented and they are connected to the main gap width with the vertical
dotted line. The open symbols with red numbers in them are derived from images
which are convolved with a smaller beam of s = 0.025rp. The grey errorbar on top
of each plot shows the uncertainty of the fitting. See tables in Zhang et al. (2018b) . 43

2.13 Similar to Figure 2.12 but for fits of the gap depths minus one (d - 1) vs. K. The
panel a) adopts the dust size distribution of DSD1 {smax, p} = {0.1 mm,�3.5}
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2.19 Top panels: a) The observation image of AS 209 (See Guzmán et al. 2018, Huang
et al. 2018c). The distance between two ticks on the axes is 40 au. b) The synthetic
image from the simulation with a single planet (Mp/M⇤ = 0.1 MJ/M�) at 99 au in
a a = 10�5, Sg,0 = 15 gcm�2, smax = 0.3 mm and p = �3.5 disk at 2000 orbits (⇠
2Myrs). c) The synthetic image from the simulation with a single planet (Mp/M⇤
= 0.1 MJ/M�) at 99 au in a varying a , Sg,0 = 6.4 gcm�2, n(s) µ s�3.5, smax = 0.68
mm disk at 1350 orbits (⇠ 1.35 Myrs). Bottom panels: the azimuthally-averaged
intensity profiles. Panel a) is the profile from the observation, and b) and c) are
the profiles from the simulations above. The “DM” and “BM” stand for Dark
annulus and Bright ring in the Model, respectively; the digits coming after mark
the position in au. The gas density profiles of two models are overplotted on the
bottom panels in grey color in arbitrary unit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

2.20 The comparison between the observation and the simulation of Elias 24. Top pan-
els: a) Observation images of the Elias 24 (Andrews et al. 2018a) and b) our simu-
lation with a single planet at 57 au. The model image is produced at 1000 planetary
orbits, effectively 0.43 Myrs at 57 au. The distance between two ticks on the axes
is 40 au. Lower panels: a) The radial profile of Elias 24 (Huang et al. 2018c),
b) the radial profile of our simulation. The gas density profile in arbitrary unit is
overplotted in grey color. The bright rings and dark annulus are marked the same
way as in Figure 2.19. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

2.21 Planet mass vs. Planet semi-major axis. Orange circles with errorbars are 12
inferred planets from 8 disks listed in Table 3 in Zhang et al. (2018b) using the
mass Mp,am3, DSD1. The other inferred planet masses with the assumption of a
= 10�2 and 10�4 (DSD1, ”1 mm” or DSD2) are listed in Table 3 in Zhang et al.
(2018b) as Mp,am2 and Mp,am4. We can see that ALMA is sensitive to planets which
are not detectable using traditional methods. Young planetary systems may harbor
Uranus and Neptune mass planets beyond 10 au similar to our Solar System. For
reference, small dots with different colors are exoplanets confirmed as of August,
2018 (https://exoplanetarchive.ipac.caltech.edu). Black circles with white labels
are solar system planets, expect that the planet Earth is marked in light blue. Light
orange open circles are planets inferred from shallow gaps (also Mp,am3, DSD1).
They are not included in the statistics because we lack the knowledge of their
uncertainties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

2.22 Simulation images (the left panel in each panel block) and synthetic observations
(the right panel in each panel block, using the same configuration as the ALMA
DSHARP observation) of HR 8799 and Solar System at a distance of 140 pc. The
top panels adopt a = 10�2, while the bottom panels adopt a = 10�4. The field of
view for HR 8799 images are 2” while that for Solar System is 0.5”. The distance
between two ticks in HR 8799 is 0.5”. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.1 Deprojected visibility and radial intensity profiles for the six disks with identi-
fied substructure (a) and the six smooth disks (b) following our fitting approach.
Overlaid in blue on the visibility curves are our best-fit models, which are used
to derive the adjacent radial intensity profiles. Dashed black lines on the radial
intensity curves of panel (a) mark gaps, and solid gray lines mark rings. . . . . . . . . . . . . 120
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3.2 Disk continuum luminosity-size relationship for the DSHARP and full Taurus sam-
ples. The dark blue circles represent the subsample of eight smooth disks in mul-
tiple star systems from Long et al. (2019). Our chosen cutoff of 50 au effective ra-
dius for compact and extended sources is marked by a dashed gray line. The solid
black line denotes the millimeter scaling relation (scaled to Reff,90%) observed by
Andrews et al. (2018c) in their sample of 105 nearby protoplanetary disks. The
light blue shading represents the 68% confidence interval (plus an additional scat-
ter term) of that relation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

3.3 Incidence of gaps and rings in 5 au radial location bins for the compact case (left-
hand panels), and 15 au bins for the extended case (middle panels). Probability
density functions (PDFs) of substructure locations (scaled to match the underlying
histograms) are overlaid in red and blue, respectively. These PDFs are plotted
together in the right-hand panels for a more direct comparison of gap and ring
locations in compact and extended disks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

3.4 Comparison of gap widths (top panels) and gap depths (bottom panels) for gap-
ring pairs in the compact and extended disks of Long et al. (2018a), Huang et al.
(2018b) and this paper. Gap depths are as described in Section 3.4.2, with values
near unity representing shallow features and values near zero representing deep
features. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

3.5 Normalization of gap width to gap location for compact and extended disks. This
ratio is a better indicator of potential planet mass than absolute gap width and depth
alone. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

3.6 Deprojected visibility and radial intensity profiles for an approximately Saturn-
mass (Mp ⇡ 1.2 MSaturn) planet injected at 10, 20 and 30 au under the a = 10�3

medium viscosity regime. Our best-fit model of the visibility profile is overlaid in
red in the left-hand column, and the location of each inserted planet is marked by
a red dashed line on the adjacent radial intensity curves. The orange dashed lines
represent the zero point of the visibilities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

3.7 Detections and non-detections of simulated planets from 5 - 30 au under three
different disk viscosity conditions: a = 10�2 (left), a = 10�3 (middle) and a =
10�4 (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

3.8 Potential young planets in the Taurus sample with detected exoplanets on the planet
mass-semi-major axis diagram. The planet mass is calculated as the mass assuming
amax = 0.1 mm and a = 10�3 (see Table in the Appendix of Zhang et al. (2023a)).
The semi-major axis is equivalent to the gap location. Compact disks are in red
and extended disks are in blue. The number inside the circle indicates the disk in
which the planet resides. The error bar encompasses the uncertainties in the fitting
and the disk viscosity. Exoplanets detected by various methods are marked with
different colors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

3.9 The gap width vs. gap location (top panel) and gap width vs. effective disk radius
(bottom panel) for Taurus and DSHARP samples. Gaps in compact disks are in red
and extended disks in blue. The gaps in the DSHARP sample are marked in more
transparent colors. For the bottom panel, each vertical line represents a disk radius.
Points threaded by the same vertical line belong to the same disk. The intermediate
regions with fewer wide gaps are marked by ellipses and question marks. . . . . . . . . . . 125
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3.10 Counts of potential young planets in the Taurus sample in each cell of a planet
mass-gap location diagram, separated by compact (top panel) and extended (bot-
tom panel) disks. The counts are indicated in the lower-left corner of each cell.
The counts over the total number of compact or extended disks are listed in the
parentheses. The hatched region is the detection limit. The y-axis is the planet-star
mass ratio in units of Jupiter mass over solar mass. The disk size is proportional to
the marker size, as indicated by the legend in the top right corner. . . . . . . . . . . . . . . . . . . 126

3.11 The simple (left) and weighted (right) occurrence rates of the potential young plan-
ets in the Taurus (top) and DSHARP (bottom) samples. The fraction of planets rel-
ative to the total number of disks in the sample (or relative to the fraction of disks
larger than the planet location and inner cavity’s radius smaller than the planet lo-
cation in the weighted case) is indicated in the lower left corner of each cell. The
marginalized occurrence rates are indicated on the top and right of each histogram.
Red circles are compact disks and blue circles are extended disks. . . . . . . . . . . . . . . . . . 127

3.12 The simple occurrence rates of the potential young planets in the Taurus and
DSHARP samples separated by three different stellar mass bins, with boundaries
at 0.5 and 1 M�. The layout for each diagram is similar to Figure 3.11, but the y-
axis represents the absolute planet mass. The number of disks that have host stellar
masses within a certain range is marked at the top of each diagram. The arrows
are five potential giant planets in the transition disks in the Taurus survey. We use
the ring location outside the cavity as the upper limit of the planet location and
one Jupiter mass as the lower limit of the planet mass, since the planet locations
and masses are both uncertain. Given these uncertainties, and the fact that multiple
planets can exist in a cavity, these potential giant planets are not included in the
occurrence rates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

3.13 Comparison between 1 and 2 Gaussian-components models for DQ Tau and DO
Tau disks. It shows that the 1-Gaussian models largely under-reproduce the visi-
bilities beyond 1000 kl , while the 2-Gaussian models reproduce the data at longer
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3.14 Same as Figure 3.11, but the y-axes are planet masses rather than planet-star mass
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3.15 Deprojected visibility and radial intensity profiles for the 12 disks with identified
substructures in (Long et al. 2018a) following our fitting approach. Overlaid in
blue on the visibility curves are our best-fit models, which are used to derive the
adjacent radial intensity profiles. The c2 score of the fitting is marked on each
panel. Dashed black lines on the radial intensity curves of panel (a) mark gaps,
and solid gray lines mark rings. These feature names can be found in Table 3.4. . . . . 133

4.1 A schematic view of our work from input to output. There are five steps. First,
we prepared the input from simulations or observations. Second, the image was
prepossessed and normalized. Third, the image was augmented for different incli-
nations, rotations, and translational shifts. Then it flowed into the neural network.
Finally, we obtained class scores and chose the label with the highest score for the
classification problem. A planet mass, viscosity pair was returned for the regres-
sion problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
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4.2 1.3 mm dust continuum intensity maps for the Mp = 1 MJ , a= 10�3 and h/r=0.07
case with different amax and Sg,0. In each row, the amax is the same with increasing
surface density from left to right. The Stokes number at the planet’s location is the
same at each column and decreasing from left to right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

4.3 The architecture of VGG-like network. The image as an input is the log10 of the
intensity, scaled between zero and one with only one channel. The example image
is preprocessed image of GW Lup (Andrews et al. 2018a). Then there are six
convolutional layers and three fully-connected layers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

4.4 The confusion matrix for the ResNet model. The x-axis is the prediction from the
neural network. The ground truth is on the y-axis. The upper number in a box
shows the counts of planets with certain prediction and ground truth. The lower
percentage shows the fraction of the prediction over the total number of the sample
with certain ground truth (sum of a row). The rightmost numbers are total counts
of testing data with certain class labels (sum of a given row) and the percentage
among all testing data (sum of the rightmost column). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

4.5 1D and 2D histograms for the differences between predicted and true values of Mp
(horizontal) and a (vertical). The 2D joint distributions are color-coded. (a) The
test data set among 175/195 of the generic models. (b) The 20/195 data set that has
not used in the training process. Most of the predictions have small deviations. The
horizontal and vertical bars represent the standard deviation of each distributions.
Dashed lines represent a µ M3

p. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
4.6 The violin plots of logarithmic-scaled deviation between predicted and true values

of Mp and a in different mass and viscosity regimes. The data are from the test
set of 175/195 generic models. The color-shaded regions show the distribution
with normalized height, whereas the inner box follows the convention of a box-
plot, which shows distribution’s 25 percentile, 50 percentile (white dot), and 75
percentile. The decimals marked on the right are the standard deviation of each
distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

4.7 Grad-CAM for the ResNet regression problem. The image is among 20 generic
models not in the training set. The true planet mass is 2.28 MJ and a = 1.4 ⇥
10�3. (a) log-scaled image without putting into CASA, (b) log-scaled synthetic
image using CASA, (c) activation map of the synthetic image (b), (d) synthetic
image overlaid by the activation map (filled contour). In this case, the activation
map successfully focuses on the gap region. The beam size of panel (b) is shown
as an ellipse in the bottom left. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

5.1 The gaseous density perturbations (dS/S0) of the inviscid self-gravitating disks
(B18SG) with a low mass planet Mp = 0.01 Mth at 10 orbits. The disk masses
increase from left to right. At the position of the planet, the Toomre Q parameters
are 100, 10, 5 and 2, respectively. Since the density profile goes as r�1, Q is higher
at the inner disk and lower at the outer disk. The spirals become stronger and
tighter as the mass increases. This is the most evident in the Q = 2 disk. . . . . . . . . . . . 190
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5.2 The Angular Momentum Flux (AMF) of the B18, B18SG and B18AD disks cal-
culated from Equation 5.7 and normalized by Equation 5.6. The black curves rep-
resent the AMF (solid curve) and torque (dotted curve) of the non self-gravitating
disk, which is almost identical to Figure 1(a) in Miranda & Rafikov (2019c). The
AMF increases as the disk mass increases. The AMF of Q = 2 disk is ⇠ 3 times
that of Q = 100 disk. This results in a stronger density perturbation. Short dashed,
long dashed, and dashed-dotted curves in black represent B18ADwith Tcool = 0.01,
10�3 and 10�4, and with lower resolution (2048 ⇥ 2790). The Tcool = 10�4 curve
is similar to the case without cooling at such resolution. . . . . . . . . . . . . . . . . . . . . . . . . . . 191

5.3 Comparison between FJ(m,Q)/FWKB
J (m) measured from simulations (Mp = 0.01

Mth, B18SG) and calculated from the linear theory (Goldreich & Tremaine 1980).
This ratio is measured at 5h (at 0.5 rp) inside of the planet and is plotted on y-axis.
The x-axis is µ = mcs

WR (or m(h/r), where (h/r)p = 0.1). The simulation results are
shown in blue (Q = •) and orange (Q = 2) solid curves, whereas the analytical
results are shown in dashed curves (Q = 2 curve is the higher). . . . . . . . . . . . . . . . . . . . 194

5.4 Similar to Figure 5.3, but for B17SG, Mp = 0.1 Mth. This ratio is measured at 2h
(blue), 3h (orange), 4h (green), and 5h (red) inside of the planet. The upper panel
shows the results in Q = 100 disk, whereas the lower panel shows the results in
Q = 2 disk. The dashed curves are the same as in Figure 5.3. . . . . . . . . . . . . . . . . . . . . . 197

5.5 The gas density perturbations (dS/S0) of the isothermal self-gravitating disks B17SG
with a low mass planet Mp = 0.3 Mth at 20 orbits (with tgrow = 10 tp). Compared
to Figure 5.1, higher planet mass can open deeper gap and even the secondary gap
(see Figure 5.6). The depth of the primary gap becomes deeper with the decreases
of Q. This is the most evident in Q = 2 disk. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

5.6 The azimutally averaged density perturbations of Figure 5.5. The blue, orange,
green and red curves represent Q = 100, 10, 5 and 2 disks. As the disk mass
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5.7 The AMF of the isothermal disks at 20 orbits with Mp = 0.1 and 0.3 Mth. Given
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5.8 The density perturbations of the gas and dusts with different Stokes number (St
= 0.001, 0.01, and 0.1) at t = 500 tp in globally isothermal disk with Mp = 0.1,
0.3 and 1 Mth (from left to right). From top to bottom panels, there are density
perturbations of the gas, St = 0.001, St = 0.01 and St = 0.1 sized dusts. Blue,
orange and green curves represent Q = 100, 10, and 5 disks. Some curves for
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5.9 The density perturbations of the adiabatic simulations B17AD at 40 orbits (FARGO)
and 20 orbits (Athena++) with Mp = 0.1 Mth. From left to right, the disks represent
fast to slow cooling. The isothermal disk is shown in the leftmost panel, then the
dimensionless disk cooling parameters Tcool are 0.01, 0.1, 1, 10 and 100, respec-
tively. The upper panels show results from FARGO-ADSG and the lower panels
show results from Athena++. The primary spirals are marked as “P”, the secondary
spirals are marked as “S” and the tertiary spirals are marked as “T”. . . . . . . . . . . . . . . . 202

5.10 The density perturbations along r = 0.45 rp (upper panels) and r = 0.32 rp (lower
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5.11 Top Panel: The azimuthally averaged density perturbations in Figure 5.9, upper
panels. Bottom Panel: The normalized AMF (solid curves) and torque (dashed
curves) for different cooling times, Tcool . The black curves represent isothermal
disk, whereas blue, orange, green, red and purple curves represent adiabatic disks
with Tcool = 0.01, 0.1, 1, 10 and 100, respectively. The changes of the AMF distri-
bution should be responsible for the change of the density perturbations. . . . . . . . . . . 208

5.12 AMF vs. Q (left) and AMF vs. Tcool (right). The AMF is measured at r = 0.87 rp
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5.13 Gap width/depth vs. Q (top) and Gap width/depth vs. Tcool (bottom). D and d - 1
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the same scaling to Mp. Thus, the y-axes of the left and right panels can be directly
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show the brightness temperature of the Stmax = 3 ⇥ 10�2 (amax = 0.5 mm) dust
models. The left panels show the cases without self-gravity, whereas the right pan-
els show the cases with Q = 5. Blue, orange, green and red curves represent Tcool
= 0.01, 0.1, 1 and 100, respectively. The Tcool = 0.01 curves on the left panels are
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difference is mainly due to the different setups in resolution, temperature profile,
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5.15 The density perturbations of B17SG disks with Mp = 0.3 and 1.0 Mth (top and
bottom) at t = 100 tp. The disk becomes unstable at Q = 2. The lower panel shows
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6.1 (a) The surface density of the toy model. The small (big) grain is represented by
the orange (green) curve. The big grain has a narrower width and dominates in-
side the ring (green), whereas the small grain dominates outside the ring. (b) The
absorption-only opacity used for the toy model. The big grain is represented by a
constant opacity, whereas the small grain is represented by a opacity µ n1.5. (c)
The temperature calculations. The orange (green) curves show temperature if the
disk only has small (big) grains. The solid lines are calculations from RADMC-
3D MCRT, and the dashed lines are analytical solution assuming optical thin. The
small grain has a higher equilibrium temperature at the outer disk. The MCRT re-
sult when including both species is represented by the blue curve. The temperature
approaches the small grain’s outside the ring and approaches the big grain’s inside
the ring. Their respective surface density profiles are marked in transparent colors. . 229

6.2 The equilibrium temperature ratio between the single-sized big species and the
small species calculated using DSHARP opacity. The stellar temperature is 6000
K. From left to right, the disk temperatures Td are 20, 50 and 100 K. . . . . . . . . . . . . . . 230

6.3 Comparison of analytical result in Figure 6.2 with MCRT at 100 au, in the optically
thin limit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

6.4 Top: The dust opacities used for the disk with a single dust population. Optical
constants are from DSHARP (Birnstiel et al. 2018). The minimum grain size is
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CHAPTER 1 Introduction

Over the past few decades, the discovery of more than five thousand planets orbiting other stars

(exoplanets) has offered new perspectives on our place in the universe. Many of these exoplanets

are exotic, possessing different masses, orbits, and compositions compared to our Solar System

planets. This plethora of planetary diversity raises fundamental questions in astronomy and plan-

etary science: How do planets form and evolve? Is our solar system unique? To address these

questions, a direct approach is to search for young planets in their formation sites – protoplanetary

disks.

Stars and planets form almost simultaneously. Perturbations in dense molecular clouds lead to

instability and collapse, resulting in the formation of protostars. Due to the conservation of angular

momentum, not all material falls onto the star; instead, a disk forms around the protostar. For the

first 0.1 to 1 million years, the protoplanetary disk is surrounded by an envelope, where material

accretes onto the disk. Since stars form in clusters along filamentary structures, disks can also

interact with each other. On the other hand, the disk launches winds and jets that push away the

envelope. When the disk mass exceeds that of the envelope, the disk enters the Class II phase,

making it easier to observe. Throughout this evolutionary track, stars move away from each other

so that disk interactions become less frequent. Meanwhile, infall from the envelope diminishes,

making the disk more isolated, even though late infall and radiation from massive stars remain

influential in disk evolution (Ginski et al. 2021). At this stage, the disk can persist longer, typically

from 1 to 10 million years, while material continues to accrete onto the star and planets, asteroids,
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and comets form within the disk, hence its designation as a protoplanetary disk. Eventually, the

gaseous disk dissipates, forming debris disks analogous to our Solar System’s asteroid belt and

Kuiper Belt. Understanding when and how planets form in protoplanetary disks can elucidate the

diversity observed in exoplanetary systems and provide insights into the formation process of our

own solar system. Understanding how dust and gas transport in the disk will help us comprehend

how materials, including water, are transported within the disk and ultimately delivered to Earth.

1.1 Observational Background

The past decade witnessed advancements in disk observations by ALMA (The Atacama Large

Millimeter/submillimeter Array) and ExAOs (Extreme Adaptive Optics). Recent efforts have al-

lowed us to see details in each of the disk evolution phases, even at the early Class 0/I stages,

thanks to programs such as the ALMA eDisk (Ohashi et al. 2023). Nevertheless, we still accumu-

late the most information at the Class II disk phase, where the envelopes have dissipated and the

disk becomes more optically thin so that we can almost see through the midplane (Bae et al. 2023).

At this stage, hundreds of disks have been observed at high angular resolutions and revealed

rich substructures (e.g., gaps/rings) at multiple layers (Bae et al. 2023; Pinte et al. 2023; Benisty

et al. 2023). ALMA dust continuum probes the planet-forming midplane, sensitive to mm-sized

particles. ALMA molecular lines probe disk upper layers, where 3D disk kinematics are unraveled

from channel maps (Pinte et al. 2023). Since molecular lines are observed at different velocity

channels (or frequencies), substructures are not only observed in the continuum or frequency inte-

grated images, but also velocity maps. The most powerful tracers are various CO isotopologues,

which trace multiple disk t= 1 depending on the abundance. While different line tracers are sen-
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sitive to the local or global physical and chemical condition, they provide tight constraint on disk

physical and chemical condition (Öberg et al. 2023). Near infrared scattered light images reveal the

disk scattering surface probing smaller micron-sized particles (Benisty et al. 2023). Additionally,

near-IR scattered light and ALMA dust polarization observations provide insight on dust properties

(e.g., Kataoka et al. 2015; Tazaki et al. 2023).

These substructures can be loosely divided into several categories (Figure 1.1). They are

rings/cavity (“transition” disk with bright ring, depleted cavity), rings/gaps (concentric, axisym-

metric pattern of enhancing and depleting intensity), arcs (non-axisymmetric substructure, a partial

ring extends only a certain azimuthal angle) and spirals (ranging from m=2 to asymmetrical spi-

rals). Individual disks can also have features with multiple morphological types (e.g., rings&spirals

in IM Lup, Elias 27, and rings&arc in HD 143006). The morphological types between mm dust

continuum and scattered-light observations can also be different (e.g., HD 135344B, rings&arc in

dust continuum and spirals in scattered-light image) (Andrews 2020; Bae et al. 2023).

Some of these substructures must be due to planetary perturbations, supported by recent dis-

coveries of young planets PDS 70b/c (Keppler et al. 2018a; Haffert et al. 2019a; Isella et al. 2019a).

However, detecting embedded planets in disks is still challenging. Deeper understanding of disk

physics holds great potential to unveil more young planets from substructures and distinguish non-

planetary origins even with current technology.

1.2 Theoretical Background

The theory of planet-disk interaction, proposed by Lin & Papaloizou (1979) and Goldreich &

Tremaine (1980), predates the observation of substructures. In this framework, a planet or any
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et al. 2012, 2017; Christiaens et al. 2014; Teague et al. 2019).

Of course, individual disks can include features with multiple morphological types. Some

examples were mentioned above for arc shapes, but there are also cases where rings, gaps,

and a cavity (e.g., DM Tau, Kudo et al. 2018; Sz 129, Huang et al. 2018b) or rings, gaps,

and spirals (Huang et al. 2018c) co-exist in the same disk and for the same observational

tracer. Moreover, that mixing of morphological types can be striking when comparing

www.annualreviews.org • Disk Structures 29

Figure 1.1: A gallery of disk substructure morphologies; the color maps for mm continuum are
purplish and infrared scattered light are yellowish (see Figure 11 in Andrews 2020 and references
therein).
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perturber within a rotating disk can induce spirals, exerting torque on the disk. As the spiral wave

steepens into a shock, a gap may form (Rafikov 2002), trapping dust particles at the gap edge

and leading to substructures in the dust continuum (Pinilla et al. 2012; Zhu et al. 2011). So far,

planets have been successfully invoked to explain nearly all observed substructures. These sub-

structures can be attributed to populations of protoplanets (Zhang et al. 2018b; ?), with localized

perturbations in kinematics providing strong evidence for the formation of giant planets (Teague

et al. 2018c; Pinte et al. 2018a). Substructures in scattered light images may also originate from

young planets (Asensio-Torres et al. 2021; Benisty et al. 2023). However, direct detection of young

planets remains rare, partly due to detection limits.

On the other hand, more than 20 mechanisms other than planets could potentially lead to sub-

structures. This non-exhaustive list includes disk dispersal via MHD-driven winds (Takahashi &

Muto 2018) or photoevaporative flows (Ercolano & Pascucci 2017), zonal flows in MHD disks

(Johansen et al. 2009a), mass pileup at the boundary between magnetically active and dead zones

(Flock et al. 2015), spontaneous ring formation due to reduced accretion by concentrated dust

(Dullemond & Penzlin 2018; Hu et al. 2019), and condensation fronts at icelines (Zhang et al.

2015a). Advancements in understanding the physics of disks and the development of these theo-

ries with robust observational predictive power are essential for competing with the planet scenario.

Ultimately, such advancements will enable us to determine with more certainty whether a specific

substructure is due to a planet or an alternative mechanism.

To that end, a natural first step is to treat disk thermal structure self-consistently. In the outer

region of protoplanetary disk, the heating comes from the central star and the cooling comes from

the dust radiative cooling. In a classical picture, stellar irradiation, which peaks at optical to UV

wavelengths, is optically thick to the disk and primarily heats the disk’s surface (referred to as the
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t⇤ = 1 surface). Then the reprocessed photons at longer wavelengths can penetrate deeper and heat

up the midplane, since the opacity is lower at longer wavelengths. This stellar-irradiated or passive

disk model results in a superheated upper layer and cooler midplane (Chiang & Goldreich 1997),

corroborated by recent ALMA observations (Law et al. 2022; 2023; 2024). However, most current

simulations assume a constant vertical temperature. This simplification might be justifiable for

modeling midplane thin dust layers for ALMA observations, but fails for kinematic and scattered

light data probing higher layers. Temperature differences can alter instabilities (Zhang et al., in

review) and planet-induced kinematics (Bollati et al. 2021).

Another common assumption in disk hydrodynamic simulations is locally isothermal equation

of state, meaning that the disk temperature is preset at any given location and does not evolve with

time. In reality, the gas can heat and cool in the disk. The cooling time can vary drastically from

inner disk to the outer disk and from midplane to the atmosphere (Hubeny 1990). A simple but

efficient way to simulate the finite cooling time is the prescription of orbital cooling or beta cooling

(Gammie 2001). The method relaxes the energy of the gas to a background state by an amount

proportional to the prescribed timescale at every time-step. Considering the finite cooling time, the

planet-launched spiral can dampen depending on local cooling time, resulting in a narrower and

shallower gap (Miranda & Rafikov 2020b; Zhang & Zhu 2020). Various hydrodynamic instabilities

are also sensitive to the cooling time (Lesur et al. 2022).

Therefore, to disambiguate the origins of substructures, pinpoint planet locations, and constrain

planet masses, a comprehensive understanding of disk thermodynamics is essential. As the spiral

arm propagates to a higher altitude with a higher temperature, it will have a wider opening angle.

The spirals that are due to buoyancy resonance are also highly dependent on thermodynamics (Bae

et al. 2021). The complex 3D geometry often leads to shadowing, which changes heating and
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cooling rates. The accreting planet can also cast shadows, affecting the dynamics by changing

the pressure gradient (Montesinos et al. 2021). The gap can have different temperatures, affecting

dynamics (Zhang et al. 2021b). These phenomenon are difficult to capture in simulations with

preset temperature and cooling structures. Thus, the full coupling between the radiation transport

and hydrodynamics becomes necessary.

Seminal radiation hydrodynamic (rad-hydro) studies with self-consistent thermal structures

(without planets: e.g., Flock et al. 2020; with planets: e.g., Szulágyi et al. 2022) improved our

understanding but had limitations. The radiation transport method they adopted (flux-limited dif-

fusion, or FLD) is valid only in optically thick regions, and cannot capture shadowing and beam

crossing. In protoplanetary disks, both optically thin and thick regions coexist, with beam crossing

and shadowing. Additionally, small vertical extents adopted in past work (e.g., Flock et al. 2020)

lead to conclusions similar to pure-hydro simulations. It is time to overcome these shortcom-

ings with the help of the state-of-the-art Athena++ (Stone et al. 2020) implicit radiation module

(Jiang 2022), which incorporates angle-dependent radiative transfer equations to model the radia-

tion transport. It can capture both optically thin and thick regimes and treat shadowing and beam

crossing accurately.

In the following chapters, I begin with simple locally isothermal disk models and progressively

incorporate more realistic physics in subsequent chapters. In Chapters 2 and 3 I use planet-disk

interaction simulations to match substructures identified in high angular resolution ALMA obser-

vations to infer young planet populations. In Chapter 4, I introduce a machine learning technique

aimed at inferring planet mass and disk properties. Chapter 5 explores the effects of disk self-

gravity and cooling on gap formation induced by planets. Chapter 6 focuses on the self-consistent

modeling of the thermal structure of rings within protoplanetary disks. Chapter 7 investigates the
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impact of considering dust grain porosity on the inference of disk and dust properties from ALMA

continuum and polarization observations. Finally, Chapter 8 employs radiation-hydrodynamic sim-

ulations to examine stellar irradiated disks and predict observational signatures concerning disk

kinematics and morphology.
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2.1 Abstract

The Disk Substructures at High Angular Resolution Project (DSHARP) provides a large sample

of protoplanetary disks having substructures which could be induced by young forming planets. To

explore the properties of planets that may be responsible for these substructures, we systematically

carry out a grid of 2-D hydrodynamical simulations including both gas and dust components. We

present the resulting gas structures, including the relationship between the planet mass and 1) the

gaseous gap depth/width, and 2) the sub/super-Keplerian motion across the gap. We then compute

dust continuum intensity maps at the frequency of the DSHARP observations. We provide the

relationship between the planet mass and 1) the depth/width of the gaps at millimeter intensity

maps, 2) the gap edge ellipticity and asymmetry, and 3) the position of secondary gaps induced by
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the planet. With these relationships, we lay out the procedure to constrain the planet mass using

gap properties, and study the potential planets in the DSHARP disks. We highlight the excellent

agreement between observations and simulations for AS 209 and the detectability of the young

Solar System analog. Finally, under the assumption that the detected gaps are induced by young

planets, we characterize the young planet population in the planet mass-semimajor axis diagram.

We find that the occurrence rate for > 5 MJ planets beyond 5-10 au is consistent with direct imaging

constraints. Disk substructures allow us probe a wide-orbit planet population (Neptune to Jupiter

mass planets beyond 10 au) that is not accessible to other planet searching techniques.

2.2 Introduction

Discoveries over the past few decades show that planets are common. The demographics of

exoplanets have put constraints on planet formation theory (e.g. review by Johansen et al. 2014;

Raymond et al. 2014; Chabrier et al. 2014). Unfortunately, most discovered exoplanets are billions

of years old and have therefore been subject to significant orbital dynamical alteration after their

formation (e.g., review by Davies et al. 2014). To test planet formation theory, it is crucial to

constrain the young planet population right after they are born in protoplanetary disks. However,

the planet search techniques that have discovered thousands of exoplanets around mature stars

are not efficient at finding planets around young stars (<10 Myrs old) mainly due to their stellar

variablity and the presence of the protoplanetary disks. Fewer than 10 young planet candidates in

systems <10 Myrs have been detected so far (e.g. CI Tau b, Johns-Krull et al. 2016; V 830 Tau b,

Donati et al. 2016; Tap 26 b, Yu et al. 2017; PDS 70 b, Keppler et al. 2018a; LkCa 15 b, Sallum

et al. 2015).
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On the other hand, recent high resolution imaging at near-IR wavelengths (with the new adap-

tive optics systems on 10-meter class telescopes) and interferometry at radio wavelengths (espe-

cially the ALMA and the VLA) can directly probe the protoplanetary disks down to au-scales,

and a variety of disk features (such as gaps, rings, spirals, and large-scale asymmetries) have been

revealed (e.g.Casassus et al. 2013; van der Marel et al. 2013; ALMA Partnership et al. 2015a;

Andrews et al. 2016a; Garufi et al. 2017). Despite that there are other possibilities for producing

these features, they may be induced by young planets in these disks, and we can use these features

to probe the unseen young planet population.

Planet-disk interactions have been studied over the past three decades with both analytical

approaches (Goldreich & Tremaine 1980; Tanaka et al. 2002) and numerical simulations (Kley &

Nelson 2012; Baruteau et al. 2014). While the earlier work focused on planet migration and gap

opening, more recently efforts have been dedicated to studying observable disk features induced by

planets (Wolf & D’Angelo 2005; Dodson-Robinson & Salyk 2011; Zhu et al. 2011; Gonzalez et al.

2012; Pinilla et al. 2012; Ataiee et al. 2013; Bae et al. 2016; Kanagawa et al. 2016a; Rosotti et al.

2016a; Isella & Turner 2018), including the observational signatures in near-IR scattered light

images (e.g. Dong et al. 2015a; Zhu et al. 2015a; Fung & Dong 2015), (sub-)mm dust thermal

continuum images (Dipierro et al. 2015a; Picogna & Kley 2015; Dong & Fung 2017; Dong et al.

2018a), and (sub-)mm molecular line channel maps that trace the gas kinematics at the gap edges

or around the planet (Perez et al. 2015a; Pinte et al. 2018b; Teague et al. 2018a).

Among all these indirect methods for probing young planets at various wavelengths, only dust

thermal emission at (sub-)mm wavelengths allows us to probe low mass planets, since a small

change in the gas surface density due to the low mass planet can cause dramatic changes in the

dust surface density (Paardekooper & Mellema 2006; Zhu et al. 2014a). However, this also means
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that hydrodynamical simulations with both gas and dust components are needed to study the ex-

pected disk features at (sub-)mm wavelengths. Such simulations are more complicated due to the

uncertainties about the dust size distribution in protoplanetary disks. Previously, hydrodynamical

simulations have been carried out to explain features in individual sources (e.g. Jin et al. 2016;

Dipierro et al. 2018; Fedele et al. 2018). With many disk features revealed by DSHARP (Andrews

et al. 2018a), a systematic study of how the dust features relate to the planet properties is desirable.

By conducting an extensive series of disk models spanning a substantial range in disk and planet

properties, we can enable a broad exploration of parameter space which can then be used to rapidly

infer young planet populations from the observations, and we will also be more confident that we

are not missing possible parameter space for each potential planet.

In this work, we carry out a grid of hydrodynamical simulations including both gas and dust

components. Then, assuming different dust size distributions, we generate intensity maps at the

observation wavelength of DSHARP. In §5.4, we describe our methods. The results are presented

in §8.4. The derived young planet properties for the DSHARP disks are given in §2.5. After a

short discussion in §8.5, we conclude the paper in §7.8.

2.3 Method

We carry out 2-D hydrodynamical planet-disk simulations using the modified version of the

grid-based code FARGO (Masset 2000) called Dusty FARGO-ADSG (Baruteau & Masset 2008a;b;

Baruteau & Zhu 2016). The gas component is simulated using finite difference methods (Stone

& Norman 1992), while the dust component is modelled as Lagrangian particles. To allow our

simulations to be as scale-free as possible, we do not include disk self-gravity, radiative cooling,
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or dust feedback. These simplifications are sui for most disks observed in DSHARP. Most of the

features in these disks lie beyond 10 au where the irradiation from the central star dominates the

disk heating such that the disk is nearly vertically isothermal close to the midplane (D’Alessio et al.

1998). Although the dust dynamical feedback to the gas is important when a significant amount of

dust accumulates at gap edges or within vortices (Fu et al. 2014; Crnkovic-Rubsamen et al. 2015),

simulations that have dust particles but do not include dust feedback to the gas (so-called ”passive

dust” models) serve as reference models and allow us to scale our simulations freely to disks with

different dust-to-gas mass ratios and dust size distributions. As shown in §2.5, passive dust models

are also adequate in most of our cases (especially when the dust couples with the gas relatively

well). Simulations with dust feedback will be presented in Yang & Zhu (2018).

2.3.1 Setup: Gas and Dust

We adopt polar coordinates (r, q ) centered on the star and fix the planet on a circular orbit at r = 1.

Since the star is wobbling around the center of mass due to the perturbation by the planet, indirect

forces are applied to this non-inertial coordinate frame.

We initialize the gas surface density as

Sg(r) = Sg,0(r/r0)
�1 , (2.1)

where r0 is also the position of the planet and we set r0 = rp = 1. For studying gaps of individual

sources in §2.5, we scale Sg,0 to be consistent with the DSHARP observations. We assume locally

isothermal equation of state, and the temperature at radius r follows T (r) = T0(r/r0)�1/2. T is

related to the disk scale height h as h/r = cs/vf where c2
s = RT/µ = P/S and µ = 2.35. With our
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setup, h/r changes as r1/4. In the rest of the text, when we give a value of h/r, we are referring to

h/r at r0.

Our numerical grid extends from 0.1 r0 to 10 r0 in the radial direction and 0 to 2p in the q

direction. For low viscosity cases (a = 10�4 and 10�3), there are 750 grid points in the radial

direction and 1024 grid points in the q direction. This is equivalent to 16 grid points per scale

height at r0 if h/r = 0.1. For high viscosity cases (a=0.01), less resolution is needed so there are

375 and 512 grid points in the radial and q direction. For simulations to fit AS 209 in §2.5.1, the

resolution is 1500 and 2048 grid points in the radial and q direction to capture additional gaps at

the inner disk. We use the evanescent boundary condition, which relaxes the fluid variables to the

initial state at r <0.12r0 and r >8r0. A smoothing length of 0.6 disk scale height at r0 is used to

smooth the planet’s potential (Müller et al. 2012).

We assume that the dust surface density is 1/100 of the gas surface density initially. The open

boundary condition is applied for dust particles, so that the dust-to-gas mass ratio for the whole

disk can change with time.

The dust particles experience both gravitational forces and aerodynamic drag forces. The par-

ticles are pushed at every timestep with the orbital integrator. When the particle’s stopping time

is smaller than the numerical timestep, we use the short friction time approximation to push the

particle. Since we are interested in disk regions beyond 10s of au, the disk density is low enough

that the molecular mean-free path is larger than the size of dust particles. In this case, the drag

force experienced by the particles is in the Epstein regime. The Stokes number St for particles
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(also called particles’ dimensionless stopping time) is

St = tstopW =
psrp

2Sgas
= 1.57⇥10�3 rp

1gcm�3
s

1mm
100gcm�2

Sg
. (2.2)

where rp is the density of the dust particle, s is the radius of the dust particle, and Sg is the gas

surface density. We assume rp=1 g cm�3 in our simulations. We use 200,000 and 100,000 particles

for high and low resolution runs, respectively. Each particle is a super particle representing a

group of real dust particles having the same size. The super particles in our simulations have

Stokes numbers ranging from 1.57⇥10�5 to 1.57, or physical radii ranging from 1 µm to 10 cm if

Sg,0=10 gcm�2 and rp = 1gcm�3. We distribute super particles uniformly in log(s) space, which

means that we have the same number of super particles per decade in size. Since dust-to-gas back

reaction is not included, we can scale the dust size distribution in our simulations to any desired

distribution.

During the simulation, we keep the size of the super-particle the same no matter where it drifts

to. Thus, the super-particle’s Stokes number changes when this particle drifts in the disk, because

the particle’s Stokes number also depends on the local disk surface density (Equation 6.13). More

specifically, during the simulation, the Stokes number of the every particle varies as being inverse

proportional to the local gas surface density.

Turbulent diffusion for dust particles is included as random kicks to the particles (Charnoz et al.

2011; Fuente et al. 2017). The diffusion coefficient is related to the a parameter as in Youdin &

Lithwick (2007) through the so-called Schmidt number Sc. In this work, Sc is defined as the ratio

between the angular momentum transport coefficient (n) and the gas diffusion coefficient (Dg). We

set Sc = 1 which serves as a good first order approximation, although that Sc can take on different
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values and its value can differ between the radial and vertical directions (Zhu et al. 2015b; Yang

et al. 2018),

2.3.2 Grid of Models

To explore the full parameter space, we choose three values for (h/r)r0 (0.05,0.07,0.1), five values

for the planet-star mass ratio (q⌘ Mp/M⇤ = 3.3⇥10�5, 10�4, 3.3⇥10�4, 10�3, 3.3⇥10�3 M⇤, or

roughly Mp = 11 M�, 33 M�, 0.35 MJ , 1 MJ , 3.5 MJ if M⇤ = M�), and three values for the disk

turbulent viscosity coefficient (a = 0.01 ,0.001 ,0.0001). Thus, we have 45 simulations in total.

We label each simulation in the following manner: h5am3p1 means h/r=0.05, a = 10�3 (m3 in

h5am3p1 means minus 3), Mp/M⇤ = 3.3 ⇥ 10�5M⇤ (p1 refers to the lowest planet mass case).

We also run some additional simulations for individual sources (e.g. AS 209, Elias 24) which will

be presented in §2.5.1 and Guzmán et al. (2018).

This parameter space represents typical disk conditions. Protoplanetary disks normally have

h/r between 0.05 and 0.1 at r > 10au (D’Alessio et al. 1998). While a moderate a ⇠ 10�2 is

preferred to explain the disk accretion (Hartmann et al. 1998), recent works suggest that a low

turbulence level (a < 10�2) is needed to explain molecular line widths in TW Hya (Flaherty et al.

2018a) and dust settling in HL Tau (Pinte et al. 2016a). When a is smaller than 10�4, the viscous

timescale over the disk scale height at the planet position (H2
p/n) is longer than 104/Wp or 1.6

million years at 100 au, so that the viscosity will not affect the disk evolution significantly. In

§2.5.1, we carry out several simulations with different a values to extend the parameter space for

some sources in the DSHARP sample. As shown below, when the planet mass is less than 11 M�,

the disk features are not detectable with ALMA. When the planet mass is larger than 3.5 MJ , the
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disk features have strong asymmetries, and we should be able to detect the planet directly though

direct imaging techniques.

We run the simulations for 1000 planetary orbits (1000 Tp), which is equivalent to 1 Myr for a

planet at 100 au or 0.1 Myr for a planet at 20 au. These timescales are comparable to the disk ages

of the DSHARP sources.

2.3.3 Calculating mm Continuum Intensity Maps

For each simulation, we calculate the mm continuum intensity maps assuming different disk sur-

face densities and dust size distributions. Since dust-to-gas feedback is neglected, we can freely

scale the initial disk surface density and dust size distribution in simulations to match realistic

disks.

Both the disk surface density and dust size distribution have large impacts on the mm intensity

maps. If the dust thermal continuum is mainly from micron sized particles and the disk surface

density is high, these dust particles have small Stokes numbers (Equation 6.13). Consequently,

they couple to the gas almost perfectly and the gaps revealed in mm are very similar to the gaps

in the gas. If the mm emission is dominated by mm sized particles and the disk surface density is

low, the dust particles can have Stokes numbers close to 1 and they drift very fast in the disk. In

this case, they can be trapped at the gap edges, producing deep and wide gaps. To explore how

different dust size distributions can affect the mm intensity maps, we choose two very different

dust size distributions to generate intensity maps. For the distribution referred to as DSD1, we

assume n(s) µ s�3.5 with a maximum grain size of 0.1 mm in the initial condition (p = �3.5 and

smax=0.1 mm. This is motivated by recent (sub-)mm polarization measurements (Kataoka et al.
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2017; Hull et al. 2018a), which indicate that the maximum grain size in a variety of disks is around

0.1 mm. In the other case referred to as DSD2, we assume n(s) µ s�2.5 with the maximum grain

size of 1 cm (p = �2.5 and smax=1 cm). This shallower dust size distribution is expected from dust

growth models (Birnstiel et al. 2012) and consistent with SED constraints (D’Alessio et al. 2001)

and the spectral index at mm/cm wavelengths (Ricci et al. 2010b;a; Pérez et al. 2015). Both cases

assume a minimum grain size of 0.005 µm. We find that the minimum grain size has no effect on

the dust intensity maps since most dust mass is in larger particles. Coincidentally, these two size

distributions lead to the same opacity at 1.27 mm (1.27 mm is the closest wavelength to 1.25 mm

in the table of Birnstiel et al. 2018) in the initial condition (the absorption opacity for the smax =0.1

mm case is 0.43 cm2 g�1, while for the smax =1 cm case it is 0.46 cm2 g�1 based on Birnstiel et al.

2018). More discussion on how to generalize our results to disks with other dust size distributions

can be found in §2.4.2.

For each simulation, we scale the simulation to different disk surface densities. Then for each

surface density, we calculate the 1.27 mm intensity maps using DSD1 or DSD2 dust size distribu-

tions. For the smax = 0.1 mm dust size distribution (DSD1), we calculate the 1.27 mm intensity

maps for disks with Sg,0 = 0.1 gcm�2, 0.3 gcm�2, 1 gcm�2, 3 gcm�2, 10 gcm�2, 30 gcm�2,

and 100 gcm�2 (seven groups of models). The maximum-size particle in these disks (0.1 mm),

which dominates the total dust mass, corresponds to St= 1.57⇥10�1, 5.23⇥10�2, 1.57⇥10�2,

5.23⇥10�3, 1.57⇥10�3, 5.23⇥10�4, and 1.57⇥10�4 at r = rp. For the smax =1 cm cases (DSD2),

we vary Sg,0 as 1 gcm�2, 3 gcm�2, 10 gcm�2, 30 gcm�2, and 100 gcm�2 (five groups of models),

and the corresponding St for 1 cm particles at r = rp is 1.57, 5.23⇥10�1, 1.57⇥10�1, 5.23⇥10�2,

and 1.57⇥10�2. For each given surface density above, we only select particles with Stokes num-

bers smaller than the corresponding St in our simulations and use the distribution of these particles
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to calculate the 1.27 mm intensity maps. For the smax =1 cm dust distribution (DSD2), we do not

have Sg,0 = 0.1 gcm�2, 0.3 gcm�2 cases since 1 cm particles in these disks have Stokes numbers

larger than the largest Stokes number (1.57) in our simulations.

Here, we lay out the detailed steps to scale each simulation to the disks that have surface

densities of Sg,0 listed above, and then calculate the mm intensity maps for these disks.

1) First, given a Sg,0, we find the relationship between the particle size in this disk and the

Stokes number of super-particles in simulations. For each particle in the simulation, we use its

Stokes number in the initial condition to calculate the corresponding particle size s (Equation 6.13

with known Sg). The Stokes number of test particles at r = rp in the initial condition ranges from

Stmin = 1.57 ⇥ 10�5 to Stmax = 1.57, or in terms of grain size, scode
min = Stmin ⇥ 2Sgas/(prp) and

scode
max = Stmax ⇥ 2Sgas/(prp) from Equation 6.13. For instance, a 1 µm particle in a disk with Sg

= 10gcm�2 at the planet position corresponds to the particle with St = 1.57 ⇥ 10�5 at r = rp in

the initial setup of the simulation. For dust grains with St < Stmin = 1.57 ⇥ 10�5, we use the gas

surface density Sg(r,q) in our simulations to represent the dust, assuming small dust grains are

well coupled with the gas.

2) Then, with a given Sg,0, we use the assumed particle size distributions (DSD1 and DSD2)

in the initial condition to calculate the mass weight for each super-particle in the simulation. Note

that during the simulation, the resulting dust size distribution at each radius is different from the

initial dust size distribution since particles drift in the disk. As mentioned above, we divide the

dust component in the disk into two parts: (a) the small dust particles (s < scode
min ) represented by

the gas component in the simulation and (b) large dust particles (s � scode
min ) represented by the

super-particles in the simulation. We calculate the initial mass fractions of the dust contributed by
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Figure 2.1: The 2-D gas surface density in log scale for h/r=0.05, 0.07 and 0.1 from left to right
panel blocks. In each block, the models for a = 10�4 ,10�3 ,10�2 are shown from left to right.
The planet mass increases from top to bottom, namely Mp = 11 M�, 33 M�, 0.3 MJ , 1 MJ and 3
MJ , if M⇤ = M�. In each panel, the star is located at the center, and the plotting region is 3 ⇥ 3
in units of rp, where rp is the distance between the star and the planet. The planet is located at
(x,y) = (1,0) and orbits counterclockwise around the star. Smax and Smin are chosen to highlight the
structures in each panel.

part (a) and (b). The mass fraction of small particles (part a) with respect to the total dust mass is

fsd =
Z min{smax,scode

min }

min{smin,scode
min }

s3+pds
�Z smax

smin
s3+pds , (2.3)

and the mass fraction of large particles using dust super-particles (part b) is

fld = 1� fsd . (2.4)

We want to explore two dust size distributions n(s) µ s�3.5 and s�2.5, given the minimum

and maximum dust size smin and smax. However, the super-particles in our setup have a different
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Figure 2.2: The azimuthally-averaged gas surface density for models of h/r=0.05, 0.07 and 0.1 are
shown from left to right. Disks with a = 10�4 ,10�3 ,10�2 are shown from top to bottom. Blue,
yellow, green, red and purple curves represent the gas surface density for planet mass Mp = 11 M�,
33 M�, 0.3 MJ , 1 MJ and 3 MJ respectively, if M⇤ = M�. The dashed curves show the cases with
visible asymmetry at the gap edge in Figure 2.1.

distribution. The number of super-particles N(s) follows a uniform distribution in the log(s) space,

R
N(s)ds µ dlog(s). Thus for dust in part (b), if fld > 0, we give each particle (having size s) a

mass weight to scale them into the desired distribution:

wi(s) =
Mtot

Npart

s3+p/
R smax

max{smin,scode
min } s3+pds

s�1/
R scode

max
scode
min

s�1ds
, (2.5)

where Mtot is the total dust mass in the disk and Npart is the total number of super-particles in the

simulation.
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3) Next, we assign the opacity for each particle to derive the total optical depth. DSHARP

opacities are produced by Birnstiel et al. (2018), which contains a table of absorption and scattering

opacities for a given wavelength and grain size, k(l ,s). For part (b) dust component, we assign

each particle a DSHARP absorption opacity kabs,i(si) at 1.27 mm based on the particle’s size,

where si is the s value in the table that is the closest to this particle size. If the particle size is smaller

than the minimum size in the opacity table, we take the opacity for the minimum sized particle in

the table, namely using a constant extrapolation, since the opacity is already independent of the

particle size at the lower size end of the opacity table. We bin all super-particles in each numerical

grid cell to derive the total optical depth through the disk for particles in part (b):

tld = fld
Âi wi(s)kabs,i(s)

Acell
, (2.6)

where the sum is adding all particles in the cell, and Acell is the surface area of the grid cell. The

optical depth contributed by part (a) is simply

tsd = fsdkmaSg/100 (2.7)

where

kma =
Z min{smax,scode

min }

min{smin,scode
min }

kabs(s)s3+pds (2.8)

is the mass-averaged opacity of the small dust within the range of dust sizes in part (a). The final

optical depth for each grid cell at (r,q ) is the sum of both components,

t(r,q) = tsd(r,q)+ tld(r,q) . (2.9)
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Note that we do not consider dust and gas within one Hill radius rH around the planet for our

analysis since our simulations are not able to resolve the circumplanetary region. Thus, we impose

the optical depth there to be the minimum optical depth within the annulus (r0 - rH) < r < (r0 +

rH).

4) Then, we calculate the brightness temperature or intensity for each grid cell as

Tb(r,q) = Td(r)(1� e�t(r,q)) , (2.10)

and we assume that the midplane dust temperature follows the assumed disk temperature. Thus,

Td(r) = Td(r0)

✓
r
r0

◆�0.5
. (2.11)

Because we seek to derive a scale-free intensity for different systems, the Rayleigh-Jeans approxi-

mation is made here. For the young solar system and the HR 8799 calculations in §2.6.1, and the

detailed modeling of AS 209 and Elias 24 in §2.5.1 and §2.5.1, we use the full Planck function at

n = 240 GHz to derive more accurate intensities.

The normalized brightness temperature (Tb(r,q)/Td(r0)) is adequate for the gap width and

depth calculation in §2.4.2. But for individual sources, we would like to calculate the absolute

brightness temperature. Then, we need to multiply the normalized brightness temperature by the

disk temperature at r0 (Td(r0)). We estimate Td(r0) using

Td(r0) =
⇣ fL⇤

8pr2
0sSB

⌘1/4
(2.12)

where L⇤ is the stellar luminosity and f is a constant of 0.02 coming from an estimate from Figure 3
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in D’Alessio et al. (2001). This disk mid-plane temperature is the same as Equation 5 in Dullemond

et al. (2018), and more details can be found there. We calculate Td(r) for each DSHARP source

using the stellar properties (L⇤) listed in Andrews et al. (2018a). Knowing Td(r), we can simply

derive h/r at the gap position using h/r = cs/vf (the M⇤ that is used to calculate vf is also given in

Andrews et al. (2018a).).

5) Finally, we convolve these intensity maps with two different Gaussian beams. The beam

size is s = 0.06rp and s = 0.025rp respectively. For a protoplanetary disk 140 pc away, this is

equivalent to FWHM (Full Width Half Maximum) beam size of 0.1” and 0.043” if rp = 100 au, or

0.05” and 0.021” if rp = 50 au.

2.4 Simulation Results

2.4.1 Gas

We will first present results for the gas component in the simulations, including gaseous gap pro-

files (§2.4.1) and the sub/super Keplerian gas motion at the gap edges (§2.4.1).

Density

Figure 2.1 shows the two-dimensional gas density maps for all the simulations at 1000 planetary

orbits. The left, middle, and right panel blocks show simulations with h/r=0.05, 0.07, and 0.1.

Within each panel block, a = 10�4, 10�3, and 10�2 cases are shown from left to right. Some

large-scale azimuthal structures are evident in the figure. First, low a disks exhibit noticeable

horseshoe material within the gap. Since the planet is at (x=1, y=0) and orbiting around the star in

the counterclockwise direction, most horseshoe material is trapped behind the planet (around the
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L5 point). This is consistent with the shape of the horseshoe streamlines around a non-migrating

planet in a viscous disk (Masset 2002). Second, the gap edge becomes more eccentric and off-

centered for smaller h/r, smaller a and larger planet mass cases (especially for Mp � 3 MJ). Such

an eccentric gap edge for the Mp � 3 MJ planet is consistent with previous studies (Lubow 1991a;b;

Kley & Dirksen 2006; Teyssandier & Ogilvie 2017). Third, large-scale vortices can be seen at the

gap edges for some of the a = 10�4 cases. Although they are not very apparent in the gas surface

density maps, they can trap dust particles azimuthally, causing a large azimuthal contrast in the

dust continuum images (as shown in §2.4.2).

The azimuthally averaged gas surface density profiles for all the models are shown in Figure

2.2. Several noticeable trends in this figure are:

1) When the planet mass increases, the gap depth normally increases. However, when the gap

is very eccentric (e.g. h5am4p5, h5am3p5), the azimuthally averaged gas surface density at the

gap is actually higher than the cases with lower mass planets. This is because azimuthal averaging

over an elliptical gap smears out the gap density profile.

2) With the same planet mass, gaps in h/r = 0.1 cases are shallower but wider than the h/r =

0.05 cases. This is consistent with previous studies (Fung et al. 2014a; Kanagawa et al. 2015a;

2016a).

3) For a given planet mass and h/r, the gaps are shallower and smoother with increasing a .

With a = 0.01 and 10�3, the gap edge is smooth, and there is only a single gap at r/rp ⇠ 1.

With a = 10�4, there are clearly two shoulders at two edges of the gap, and the material in the

horseshoe region still remains in some cases. Especially, for low mass planets in a = 10�4 disks,

the gap at r/rp ⇠ 1 appears to split into two adjacent gaps. This is consistent with non-linear wave

steepening theory (Goodman & Rafikov 2001; Muto et al. 2010; Dong et al. 2011a; Duffell &
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MacFadyen 2012; Zhu et al. 2013) which suggests that the waves launched by a low mass planet in

an inviscid disk need to propagate for some distance to shock and open gaps, leaving the horseshoe

region untouched.

5) For a = 10�4 cases, we see secondary gaps at r/rp ⇠ 0.6 in h/r=0.05 disks, r/rp ⇠ 0.5 in

h/r = 0.07 disks, and r/rp ⇠ 0.4 in h/r = 0.1 disks. For some cases, we can even see tertiary gaps

at smaller radii. These are consistent with simulations by Bae et al. (2017a); Dong et al. (2017a)

and these gaps are due to the formation of shocks from the secondary and tertiary spirals (Bae &

Zhu 2018a;c).

Kinematics Across the Gap

Recent works by Teague et al. (2018a) and Pinte et al. (2018b) have shown that, using molecular

lines, ALMA can detect the velocity deviation from Keplerian rotation in protoplanetary disks.

Such deviations are caused by the radial pressure gradient at the gaseous gap edges,

v2
f
r

=
v2

K
r

+
1

rgas

∂P
∂ r

. (2.13)

In our 2-D simulations, vK is simply
p

GM⇤/r and P is Sc2
s . Equation 8.7 suggests that the devia-

tion from the Keplerian motion is

Dvf
vK

⇠ r
2rgasv2

K

∂P
∂ r

,

where Dvf = vf � vK . In a smooth disk where ∂P/∂ r ⇠ P/r, this deviation is very small, on the

order of (h/r)2 or 1% in a typical protoplanetary disk. But if the gaseous disk has a sharp pressure

transition (e.g. at gap edges), the deviation from the Keplerian rotation can be significantly larger.

In Figure 2.3, we plot the azimuthally averaged dvrot ⌘ (vf � vK)/vK and S in run h5am4p4.
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Figure 2.3: The deviation from the Keplerian velocity dvrot (the upper panel) and the normalized
disk surface density (the disk density over the initial disk density, the lower panel) across the gap
for model h5am4p4. In the upper panel, the directly measured dvrot is plotted as the orange curve,
while the dvrot derived from the radial force balance is plotted as the blue curve.

The directly measured dvrot is plotted as the orange curve in the upper panel, while the calculated

dvrot using the disk surface density profile (presented in the lower panel) and Equation 8.7 is

plotted as the blue curve in the upper panel. We can see that Equation 8.7 reproduces the measured
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Figure 2.4: The deviation from the Keplerian velocity for all runs, where dvrot = (vf - vK) / vK .
The layout is the same as Figure 2.2.

azimuthal velocity very well, confirming that the sub/super Keplerian motion is due to the radial

pressure gradient.

Figure 2.4 shows dvrot for all our cases. As expected, when the gap is deeper due to either

smaller a , smaller h/r, or a more massive planet, the amplitude of dvrot is larger. However, when

the gap becomes very eccentric and off centered (e.g. h5am4p5, h5am3p5), the azimuthally

averaged dvrot shows a much wider outer bump, indicating an eccentric outer disk. We label

these cases as dashed curves in Figure 2.4 and unfilled markers in panel a of Figure 2.5. Another

interesting feature shown in Figure 2.4 is that the presence of the gap edge vortices in a = 10�4
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a)
b)

Figure 2.5: Panel a: upper panels show the radial distance between the positions of dvrot maximum
and minimum peaks (Dr). Bottom panels show the difference between dvrot at its maximum and
minimum values (Ddvrot). The star, triangle and pentagon markers represent models with a =
10�4, 10�3 and 10�2, respectively. The unfilled markers are eccentric cases the same as in Figure
2.2 and 2.4 shown in dashed lines. Panel b: the fitting formula (Equation 2.16) with all measured
Ddvrot in panel A. The numbers inside the symbols represent cases with different planet masses in
ascending order (e.g., ”1” stands for 11 M�). The error-bar is shown at the upper-left corner.

cases does not affect the azimuthally averaged dvrot very much. They look similar to the larger a

cases without vortices. We interpret this as: if the vortex is strong with fast rotation, it has a smaller

aspect ratio so that it is physically small (Lyra & Lin 2013) and contributes little to the azimuthally

averaged gas velocity profile; and if the vortex is weak, although it has a wider azimuthal extent

its rotation is small compared with the background shear so again it contributes little to the global

velocity profile.

The radial distance and amplitude of the sub/super Keplerian peaks are plotted in panel a of

Figure 2.5. Ddvrot is the difference between the maximum dvrot (at r > rp) and the minimum dvrot

(at r < rp) from Figure 2.4. Note that these velocity peaks are not peaks (or rings) at mm intensity

images that will be presented in §2.4.2. We first notice that the distance between these peaks in

Dr/r is roughly 4.4 times h/r, which is not sensitive to either the planet mass or a (upper panel

a). Thus, we can use the distance of these sub/super-Keplerian peaks to roughly estimate the disk
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temperature. On the other hand, the amplitude of the sub/super Keplerian peaks depends on all

of these parameters (lower panel a). With increasing planet mass, the amplitude increases until

the gap edge becomes eccentric. For the same mass planet in the same h/r disk, the amplitude

decreases with increasing a . For the same mass planet in the same a disk, the amplitude decreases

with increasing h/r.

Thus, using gas kinematics, we can first use the distance between the peaks to estimate h/r,

and then we can use the amplitude together with the estimated h/r and assumed a value to derive

the planet mass.

Following Kanagawa et al. (2015a; 2016a), we seek simple power laws to fit various observable

quantities throughout the paper so that the fittings can be easily used by the community. Here, we

try to find the best fit for Ddvrot . We define a Kvr parameter that is proportional to q and has power

law dependence on h/r and a ,

Kvr = q(h/r)pha pa . (2.14)

We try to find the best fitting parameters ph and pa. If ph=0 or pa=0, it means that the fitting does

not depend on the disk h/r or a , respectively. First, we assign values to ph and pa, and we can

make the log Ddvrot - log Kvr plot for all the data points. Then, we do a linear-regression fitting for

these data points using

Ddvrot = AKB
vr . (2.15)

The coefficients in the fitting (A and B) are thus determined. The sum of the square difference of

the vertical distance between the data points and the fitting is s . Finally, we vary ph and pa and

follow the same fitting procedure until the minimum s is achieved. The resulting ph and pa are

the best degeneracy parameters, and A and B are the best fitting parameters. For Ddvrot , the fitting
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formula is:

Kvr = q(h/r)�1.27a�0.41

with

Ddvrot = 0.11K0.80
vr . (2.16)

Thus, the sub/super Keplerian motion is most sensitive to h/r, followed by q and a . The fitting

formula is shown in panel b of Figure 2.5 together with all measured Ddvrot . The uncertainty in Kvr

is estimated by measuring the horizontal offset between each data point and the fitting line. From

the distribution of the offset, the left side error is estimated by the 15.9 percentile of the distribution

and the right side error is 84.1 percentile of the distribution. The uncertainty in log10(Kvr) is +0.103
�0.099,

which is about a factor of 1.25 of Kvr .

2.4.2 Dust Thermal Emission

After exploring the gaseous gaps, we study the gaps in mm dust continuum maps in §2.4.2. We

detail our method to fit the gap width and depth in §2.4.2.

Axisymmetric and Non-axisymmetric Features

As discussed in §2.3.3, we have 45 simulations with different h/r, a , and Mp. For each simulation,

we generate seven continuum maps for seven Sg,0 with the DSD1 dust size distribution and five

continuum maps for five Sg,0 with the DSD2 dust size distribution. Thus, we produce 45⇥12 mm

maps.

The mm intensity maps for a Sg,0 = 3gcm�2 disk with DSD1 and DSD2 dust size distributions

are presented in Figures 2.6 and 2.7, respectively. We want to emphasize that, if the opacity is a
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Figure 2.6: The dust continuum emission maps for cases with h/r=0.05 (left panels), h/r=0.07
(middle panels) and h/r=0.1 (right panels) at 1.27 mm. The initial gas surface density at the planet
position Sg,0 is 3 gcm�2. The initial dust size distribution is assumed to follow n(s) µ s�3.5 with
the maximum grain size of 0.1 mm (DSD1). The layout is the same as Figure 2.1. The images are
convolved with a Gaussian kernel with s of 0.06 rp (or FWHM of 0.14 rp), which is shown in the
bottom right of the panels.

constant with the maximum dust size (which roughly stands when the maximum dust size, smax,

is not significantly larger than the wavelength of observation), there is a degeneracy in the relative

intensity maps between different Sg and smax because only the Stokes number matters for the gas

dynamics. For example, the shapes of intensity maps for the Sg,0 = 3gcm�2 and smax = 0.1mm

cases are very similar to the Sg,0 = 300gcm�2 and smax = 1cm cases, since they have the same

Stokes number. Thus, Figure 2.6 should be regarded as the dust well-coupled limit, while Figure

2.7 should be regarded as the dust fast-drifting limit.

Regarding the gaps and rings, there are several noticeable trends:

1) By comparing these two figures, we can see that the rings are more pronounced when parti-

cles with larger Stokes numbers are present in the disk. For the well-coupled case (Figure 2.6), the
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Figure 2.7: Similar to Figure 2.6, except that the initial dust size distribution is assumed to follow
n(s) µ s�2.5 with the maximum grain size of 1 cm (DSD2).

gap edge is smoothly connecting to the outer disk and the outer disk is extended. However, for the

fast-drift particle cases (Figure 2.7), there is a clear dichotomy: either the disk does not show the

gap or the gap edge becomes a narrow ring. This is because the gap edge acts as a dust trap so that

a small gaseous feature can cause significant pileup for fast-drifting particles.

2) The marginal gap opening cases are in panels that are along the diagonal line in Figures 2.6

and 2.7, which are similar to the trend for the gaseous gaps in Figure 2.1.

3) The narrow gap edge of the the fast-drifting particle cases (Figure 2.7) becomes wider with

a higher a due to turbulent diffusion. Thus, if we know the particles’ Stokes number at the gap

edge, we can use the thickness of the ring to constrain the disk turbulence, as shown in Dullemond

et al. (2018).

Besides axisymmetric structures, there are also several non-axisymmetric features to notice:
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Figure 2.8: Eccentricity (upper panels) and distance between the ellipse center and the central star
(lower panels) for intensity images from Sg,0 = 3 gcm�2 (Figure 2.6 and 2.7).

1) The gaps in the lower left panels (h5am4p5, h5am3p5) are clearly eccentric and off-

centered. We may be able to use the ellipticity of the gap edges to infer the planet properties.

Thus, for every mm intensity map, we find the local maximum in each azimuthal angle and use

linear fitting method to measure the gap eccentricity and the distance between the center of the

ellipse and the star. We find that, even in mm images generated from disks having dramatically

different Stokes numbers, the gap eccentricity and off-centered distance are quite similar. However,
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the lower planet mass cases for the DSD1 have mild dust trapped rings thus having lower SNR,

while the higher mass cases for the DSD2 have strong asymmetry, thus leading to half of the rings

with the low SNR. Thus, we combine the fitting results for both DSD1 and DSD2 at Sg,0 = 3 g

cm�2, and pick up the smaller values for eccentricity and the off-centered distance (Figure 2.8).

We also test several cases with the ring-fitting method described in §3.1 in Huang et al. (2018c)

(a MCMC fitting of the offset Dx, Dy, the semi-major axis, the aspect ratio and the position angle)

and find that the derived eccentricity and the distance from the central star are very similar to those

derived here. Clearly, both eccentricity and off-centered distance increase with the planet mass,

which is consistent with gas only simulations in Kley & Dirksen (2006); Ataiee et al. (2013);

Teyssandier & Ogilvie (2017); Ragusa et al. (2018). These quantities do not quite depend on h/r

and a except a weak trend that gaps in larger a disks have higher eccentricities. Unfortunately, due

to the limited number of super-particles in the simulations, the Poisson noise in the intensity maps

prevents us from measuring the eccentricity very accurately. The adopted Gaussian convolution

kernel to reduce the Poisson noise has a sc of 0.06 rp. If the major-axis and the minor-axis have an

error of sc/2, the uncertainty of the eccentricity is De =
�
1 � (1 � 0.03/2)2� 1

2 = 0.17. Thus, any

measured eccentricity smaller than 0.15 is consistent with zero eccentricity. For the same reason,

any off-centered distance smaller than half of the pixel size (0.015) is consistent with zero. We

mark these uncertainties as the light grey area in Figure 2.8. On the other hand, if the eccentricity

and the off-centered distance is above these limits, our results suggest that the eccentric gap edge

may be a signature of a massive planet in disks. Eccentric and off-centered gap edges have been

measured in HL Tau (ALMA Partnership et al. 2015a) and HD 163296 (Isella et al. 2016), which

may suggest that these gaps are induced by planets.

2) For the lowest viscosity cases (a = 10�4), particle concentration within vortices can be seen
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Figure 2.9: The contrast at the outer gap edge for every model. The upper panels use DSD1 dust
size distribution while the lower panels use DSD2 dust size distribution. Contrast is the intensity
of the brightest part of the ring over the intensity at Dq = 180� opposite location on the ring.

at the gap edge. Even a 33 M� planet can induce particle-concentrating vortices. Interestingly,

the vortex sometimes is inside the gap edge, e.g. h/r = 0.05, Mp = 1MJ case and h/r = 0.1,

Mp = 3MJ case. This is probably because large particles are trapped at the gap edges, while small

particles move in and get trapped into the vortex. For the majority of cases, the vortices that cause

significant asymmetry in mm intensity maps are at the gap edge where dP/dr = 0. To characterize

such large-scale asymmetries, Figure 2.9 shows the contrast at the gap edge, which is the ratio

between the intensity of the brightest part of the ring over the intensity 180 degree opposites on the

previously fitted ellipse. The figure shows that the case with a smaller gas surface density tends

to show a higher contrast. We note that the contrast is very large in some cases. A 33 M� planet

can lead to a factor of 100 contrast at the gap edge for a h/r = 0.05 disk with St = 0.16 particles.

Thus, a low mass planet may also explain some of the extreme asymmetric systems: e.g. IRS 48
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(van der Marel et al. 2013) and HD 142527 (Casassus et al. 2013).

3) The dust concentration at L5 or both L4/L5 is seen in some a = 10�4 cases, consistent with

previous simulations (Lyra et al. 2009). These features are more apparent than those in the gas

(Figure 2.1). As pointed out by Ricci et al. (2018), such features may be observable. On the other

hand, we want to emphasize that the dust concentration at Lagrangian points is not in a steady

state, and the amount of dust at those points decreases with time. Thus, in this paper, we will not

use these feature to constrain the planet properties.

Fitting Gaps/Rings

To derive the relationship between the gap profiles and the planet mass, we azimuthally average

the mm intensity maps as shown in Figure 2.10. The solid curves are for models with smax = 0.1

mm (DSD1), while the dashed curves are for models with smax = 1 cm (DSD2).

We try to find the relationship between the planet mass and the gap properties (such as the

gap width D and depth d ), using the dust intensity profiles in Figure 2.10. Previous works such as

Kanagawa et al. 2016a; 2015a; Dong & Fung 2017 studied the relationship between the planet mass

and the gaseous gap width and depth. However, mm observations are probing dust with sizes up to

mm/cm and these dust can drift in the gaseous disk. Thus, studying only the gaseous gap profiles is

not sufficient for explaining mm observations and carrying out a similar study but directly for dust

continuum maps is needed. We seek to first find a relationship between disk and planet properties

(a , h/r, and Mp) using the fitting of the azimuthally averaged gas surface density profile, and

characterize those three parameters using a single parameter K (for the depth-K relation) or K0 (for

the width-K’ relation). Then, we fit the azimutally averaged dust intensity profile for our grid of

models and find their depth-K and width-K0 relations. Overall, our fitting follows Kanagawa et al.
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Figure 2.10: The ‘normalized’ radial intensity profile for cases with h/r=0.05 (left panels)
h/r=0.07 (middle panels), and h/r=0.1 (right panels). From left to right in each panel block,
a = 10�4 ,10�3 ,10�2 in disks. From top to bottom, the planet mass increases (the layout is simi-
lar to Figure 2.1, 2.6 and 2.7.). The solid curves are calculated with the DSD1 dust size distribution,
while the dot-dashed curves are calculated with the DSD2 dust size distribution. The seven col-
ors of lines denote different initial gas surface densities (Sg,0). The profiles are smoothed with a
Gaussian kernel with s =0.06 rp.

(2016a) and Kanagawa et al. (2015a) but extend those relationships to dust particles with different

sizes.

The detailed steps are the following:

(1) We measure the gap depth (d ) for both gas surface density profiles (Figure 2.2) and mm

intensity profiles (Figure 2.10). From the outer disk to the inner disk, we first find the outer peak

(the first local maximum, which corresponds to where dust piles up due to the dust trapping) and

mark this point as rpeak, and then find the bottom of the gap (local minimum) inside rpeak and

mark it as rgap. rgap is not necessarily rp. As demonstrated in Figure 2.11, the gap can have the
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Figure 2.11: An example of our definition of the gap depth (d ) and width (D). rpeak (marked by
a star) and rgap (marked by a triangle) are first found and are used to calculate Iedge, which is the
average between I(rpeak) and I(rgap). rout and rin are positions where the intensity equals Iedge.
The gap width (D) is (rout-rin)/rout . The depth (d ) is I(rpeak)/I(rgap). (This example is taken from
model h5am4p3 with Sg,0 = 10 gcm�2 and DSD1.)

deepest point further out than rp. This is because some gaps have significant horseshoe material

in between. In some extreme cases with very shallow gaps, only the outer portion of the gap that

is outside the horseshoe region is visible (e.g. the top middle panel in Figure 2.10). We define the

gap depth d as

dS = S(rpeak)/S(rgap) , (2.17)
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for the gas surface density profiles, and

dI = Imm(rpeak)/Imm(rgap) , (2.18)

for the dust mm intensity profiles.

(2) Measuring the gap width (D) for these profiles. To calculate the width, we first define the

edge quantities as the average between the peak and gap surface densities (for gas) or the mm

intensities (for intensity maps):

Sedge =
S(rpeak)+S(rgap)

2
, (2.19)

and

Iedge =
Imm(rpeak)+ Imm(rgap)

2
. (2.20)

Then, we find one edge rin at the inner disk and the other rout at the outer disk, where S(rin) =

S(rout) = Sedge for the gas surface density or I(rin) = I(rout) = Iedge for the dust intensity (Figure

2.11). Thus, we define the gap width D for either the gas surface density or the dust intensity as

D = (rout � rin)/rout . (2.21)

Figure 2.12 shows D for all Sg,0 cases with DSD1 (panel a) and DSD2 (panel b) dust distribu-

tions. If there is some horseshoe material around r=rp separating the main gap into two gaps, the

horizontal Sedge or Iedge line will cross through the horseshoe and we treat two individual gaps as

a single one (i.e., the rin is taken to be the rin of the inner gap and rout is taken to be the rout of the
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outer gap), but the individual gaps on either side of the horseshoe region are also plotted in Figure

2.12 as fainter makers and they are connected to the main gap width using dotted lines.

Note that our definition of gap width is more convenient to use than that in Kanagawa et al.

(2016a), because the width here is normalized by rout instead of rp as in Kanagawa et al. (2016a).

In actual observations, we do not have the knowledge of the planet position rp within the gap.

Another difference between our defined gap width and the one used in Kanagawa et al. (2016a)

is that we use (S(rpeak)+ S(rgap))/2 to define Sedge while Kanagawa et al. (2016a) use S0/2 to

define the gap edge. Our definition enables us to study shallow gaps that are shallower than S0/2.

(3) Fitting the width (D)-K0 relation. We first use the width D measured from the gas surface

density profiles to find the optimal degeneracy parameter K0 following the same procedure as in

Equation 2.14. Similarly, a least squares fitting was done to minimize the sum of the square differ-

ence of the vertical distance between the points and the linear-regression line log(D) vs. log(K’).

With this procedure, we derive that the optimal K0 is

K0

0.014
=

q
0.001

⇣ h/r
0.07

⌘�0.18⇣ a
10�3

⌘�0.31
. (2.22)

With this definition of K0, the best fitting relationships ( D = AK0B ) are found for each initial gas

densities with two dust size distributions DSD1 and DSD2. The resulting A and B for these fits

are listed in Table 1 in Zhang et al. (2018b). Note that our definition of K0 is equivalent to the

square root of K0 defined in Kanagawa et al. (2016a). Compared with the fitting formula for the

gas surface density in Kanagawa et al. (2016a), our K0 is less sensitive to h/r and the gaseous gap

width is less sensitive to q. We confirm that this is largely due to our different definition of the

gap width (compared with their definition, our normalized gap width is smaller for wide gaps and
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Figure 2.12: Fitting of gap widths D vs. K0 for different models with dust size distribution {smax, p}
= {0.1 mm,�3.5} (panel a) and {smax, p} = {1 cm,�2.5} (panel b). The first panel is the fitting
of the gas surface density, which is used to calibrate the index above h/r and a . The best fit
is K0 = q(h/r)�0.18a�0.31. The stars, triangles, and pentagons represent models of a = 10�4,
10�3, and 10�2, respectively. Models for h/r = 0.05, 0.07 and 0.1 are in blue, orange, and green
respectively. The label 1, 2, 3, 4 and 5 within symbols represent the planet mass from 10 M� to
3 MJ increasingly. The rest of panels are fits of gaps in dust intensity profiles. From left to right
and top to bottom, they are models scaled to the initial gas density Sg,0 = 0.1gcm�2, 0.3gcm�2,
1gcm�2, 3gcm�2, 10gcm�2, 30gcm�2, 100gcm�2. The best fits using Equation 2.22 are plotted
as the dashed lines and the constants A and B are shown in Table 1 in Zhang et al. (2018b). We
neglect outliers (shown in unfilled markers) when fitting the line. The outliers either have very
shallow gaps, or have double gaps (horseshoe in between), thus have widths smaller than their
counterparts. For cases which clearly show that the major gap is split into two by the horseshoe
region, the widths of the two individual gaps around the horseshoe are also presented and they are
connected to the main gap width with the vertical dotted line. The open symbols with red numbers
in them are derived from images which are convolved with a smaller beam of s = 0.025rp. The
grey errorbar on top of each plot shows the uncertainty of the fitting. See tables in Zhang et al.
(2018b)
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larger for shallow gaps that are normally narrow.).

Figure 2.12 shows the fits for all the cases with DSD1 (panel a) and DSD2 (panel b) dust size

distributions. We can see that uncertainties of these fittings become large when D . 0.15. Thus, our

fitting procedure does not involve widths that are smaller than 0.15. For these narrow gaps whose

widths are smaller than 0.15 (labeled as the open symbols with back numbers in them), their gap

profiles start to be affected by the smoothing kernel with s = 0.06rp. Thus in Figure 2.12, we also

plot the widths measured from the profiles that are convolved with a s = 0.025 rp kernel. These

widths are plotted as open symbols with red numbers in them.

(4) Fitting the depth (d )-K relation. We adopt the same procedure to fit the depth-K as the

width-K0 aforementioned. Since no-gap is equivalent to d=1, we try to find the optimal degeneracy

parameter K by a least squares fitting for log(d - 1) vs. log(K),

d �1 = CKD , (2.23)

for various K. The optimal K is fitted to be

K
24

=
q

0.001

⇣ h/r
0.07

⌘�2.81⇣ a
10�3

⌘�0.38
. (2.24)

After K is fixed, we use Equation 2.23 to fit the relationship between d - 1 and K for the

dust intensity profiles from different Sg,0 with DSD1 and DSD2. C and D are found using linear

regression. The resulting C and D in different Sg,0 cases with either DSD1 or DSD2 are listed in

Table 2 in Zhang et al. (2018b). Figure 2.13 show d - 1 for all Sg,0 cases with DSD1 and DSD2.

The best fits are also plotted for each panel. Note that open symbols are not involved in the fitting
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Figure 2.13: Similar to Figure 2.12 but for fits of the gap depths minus one (d - 1) vs. K. The
panel a) adopts the dust size distribution of DSD1 {smax, p} = {0.1 mm,�3.5} while the panel
b) adopts DSD2 {smax, p} = {1 cm,�2.5}. The best-fit parameters are listed in Table 2 in Zhang
et al. (2018b).

since these gaps are eccentric and their depths do not follow the trend for other gaps. Clearly, with

the Stokes number increasing, the fitting becomes worse. This is expected since particles with
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larger Stokes numbers drift faster and the gap profile becomes more irregular.

(5) The uncertainty of the fittings. We apply the same measure to calculate the uncertainty of

the gap width/depth fitting as that of Ddvrot-Kvr relation mentioned in §2.4.1. That is, we measure

the horizontal offset (in log10(K0) or log10(K)) between each point and the fitting line at each

sets of dust configurations and also the gas surface density. From the distribution of the offset,

the left side error is estimated by the 15.9 percentile of the distribution and the right side error is

84.1 percentile of the distribution. These uncertainties are summarized in Table 1 in Zhang et al.

(2018b) and 2 in Zhang et al. (2018b) and marked in grey color at the top of each panel in Figure

2.12 and 2.13. For widths that are larger than 0.15, the uncertainties for the fittings are less than

a factor of two for K0 (or q) when St . 5 ⇥ 10�3 and around a factor of three for K0 (or q) when

5⇥10�3 < St . 5⇥10�2. When St & 10�1, particles drift to the central star quickly and most of

the gaps only have a single ring left at the outer disk so that D ⇠1 and the uncertainties for K0 at a

given D is very large. For these cases, we cannot use the gap width to estimate the planet mass.

Finally, we summarize all the fits for the width and depth in Figure 2.14. In the Appendix, we

provide gap depth d and width D of our whole grid of models. In spite of the dramatically different

dust size distributions between DSD1 and DSD2, the fits for DSD1 are quite close to fits for DSD2

as long as the Stokes number for the maximum-size particles is the same (e.g. red solid and dot-

dashed lines). This is reasonable since only the Stokes number matters for the dust dynamics, and

DSD1 have a similar opacity as DSD2. For 1 mm observations, the opacity is roughly a constant

when smax . 1 cm (the opacity is slightly higher when smax ⇠ 1mm, see Birnstiel et al. 2018). Thus,

different disks with different surface densities (Sg,0) and different dust size distributions have the

same intensity profiles as long as their Stokes numbers for maximum-size particles (where most

of the dust mass is) are the same and smax . 1 cm. Thus, our derived relationships can be used
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in other disks with different surface densities and dust size distributions as long as the Stokes

number of the maximum-size particles is in our simulated range (1.57⇥10�4 to 1.57). For disks

with Stokes number smaller than 1.57⇥10�4, their gap profiles should be similar to the disks with

St=1.57⇥10�4 since dust is well coupled to the gas.

Secondary Gaps/Rings

Previous simulations have shown that a planet can introduce many gaps/rings in disks having very

low viscosities (Zhu et al. 2014a; Dong et al. 2017a; Bae et al. 2017a). These gaps can be grouped

into two categories: 1) two gaps adjacent to the planet that are separated by the horseshoe material

(e.g. two troughs at 0.9 rp and 1.1 rp in Figure 2.11, also mentioned in §2.4.1), and 2) secondary

shallower gaps much further away into the inner and outer disks (e.g. the gap at 0.6 rp in Figure

2.11). The two gaps in the first category form because: a) the spiral waves, especially excited

by low mass planets, need to propagate in the radial direction for some distance to steepen into

spiral shocks and induce gaps (Goodman & Rafikov 2001), b) the horseshoe material has a slow

relative motion with respect to the spiral shocks thus this material takes a long time to be depleted.

Eventually, these two gaps may merge into one single main gap, which is studied in §2.4.2. The

gaps in the second category are induced by additional spiral arms from wave interference (Bae &

Zhu 2018a). Instead of disappearing, these gaps will become deeper with time in inviscid disks.

Thus, they are useful to constrain the planet and disk properties (Bae & Zhu 2018c).

We label the positions of all these additional gaps and rings in Figure 2.15. We find that the

positions of these rings and gaps in dust intensity radial profiles are similar to those in gas surface

density profiles. Thus, we plot the positions based on the gas density profiles. It turns out that only

disks with a  10�4 can form noticeable multiple gaps. Thus, if we find a system with multiple
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gaps induced by a single planet (e.g. AS 209 in the next section), the disk viscosity has to be small.

From Figure 2.15, we can see that distance between the secondary gap and the main gap mainly

depends on the disk scale height (h).

For the secondary gap at ⇠ 0.5 � 0.7, following our fitting procedure before, we find that the

position of the secondary gap (rIG2) and rp is best fitted with

1� rIG2

rp
= 2.3 q0.02(h/r)0.58a�0.01 . (2.25)

This clearly shows that the position of the secondary gap is almost solely determined by the disk

scale height. Thus, if the secondary gap is present, we can use its position to estimate the disk

scale height (h/r). The fitting is given in Figure 2.16. The a = 10�5 cases are the AS 209 cases

which will be discussed in the next section. We caution that the fitting has some scatter. Within

each h/r group in Figure 2.16, the rIG2/rp depends on the planet mass. But this dependence seems

to be different for different h/r groups, so that the fitting using all h/r suggests a weak dependence

on the planet mass. We also note that our fit is different from the recent fit by Dong et al. (2018b)

which has a q�0.2(h/r)1.3 dependence (note that their planet mass is normalized by the thermal

mass). The difference may be due to: 1) The disks in Dong et al. (2018b) are thinner, where their

main set of simulations uses h/r=0.03, 2) Dong et al. (2018b) fit the gap positions at different times

for different simulations while we fit the gap positions at the same time in the simulations.

2.5 Planet Properties

With all the relationships derived in previous sections regarding the planet mass and gap pro-

files, we can now put them together to constrain the mass of potential planets in the DSHARP
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disks. We use the measured radial intensity profiles from Figure 2 in Huang et al. (2018c). These

profiles are derived by deprojecting the observed images to the face-on view and then averaging

the intensity in the azimuthal direction. Details regarding generating the radial intensity profiles

are given in Huang et al. (2018c). By using these intensity profiles, we can derive the planet mass

following the flowchart given in Figure 2.17.

First, for each source, we plot the observed radial intensity profile and identify gaps that have

D � 0.15. As shown in Figure 2.12, D . 0.15 have large scatter and are sensitive to the size

of the convolution beam. By examining the surface density profiles in detail, we find that such

narrow gaps are also very shallow and they are actually the outer one of the double gaps around

the horseshoe region. Since these gaps are very shallow, the inner one does not cause enough disk

surface density change to be identified as a gap. Thus, for narrow gaps with D . 0.15, we do not

use the fitting formula to derive the planet mass. Instead, we try to directly match the gap D with

data points in Figure 2.12 by eye to get a rough planet mass estimate. For these narrow gaps, the

size of the convolution beam matters. Thus, if the gap is at 10s of au, we use the widths derived

in images with the s = 0.06rp beam, and if the gap is at ⇠100 au we use the widths derived in

images with the s = 0.025rp beam.

Second, we estimate the gas surface density, using the observed mm flux at the outer disk

and/or some other constraints. We integrate the observed intensity from 1.1 rgap to 2 rgap where

rgap is the gap center. Using Td derived by Equation 5.37 and the dust opacity of 0.43 cm2 g�1

(§2.3.3), we calculate the averaged dust surface density (Sd) from 1.1 to 2 rgap. We have done the

same exercise for all our simulations, and Figure 2.18 shows the relationship between Sg,0 and the

averaged Sd at the outer disk for the simulations. Figure 2.18 indicates that, with a smaller gas

surface density or larger particles (higher Stokes numbers), the ratio between Sd and Sg,0 increases
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because particles with larger Stokes numbers are more easily trapped at the gap edges. We can

then use Figure 2.18 to estimate Sg,0 based on the derived Sd from the observation, the estimated

h/r, and the assumed a and planet mass. After we derive the planet mass, we will go back to this

step to see if the derived planet mass is consistent with our assumed mass. Otherwise, we iterate

these processes again with the new assumed planet mass. On the other hand, this estimate is prone

to large errors. If we have more ways to estimate the gas surface density, such as using molecular

tracers or constraints from the gravitational instability, we should adopt these constraints.

Third, with known Sg,0 and the assumed dust size distribution, we can calculate Stmax and use

the D-K0 relationship (§2.4.2 and Table 1 in Zhang et al. (2018b)) to derive the K0 parameter. Given

the sensitivity limits of ALMA, we decide not to use the gap depth (d ) to estimate the K parameter.

For example, two gaps with different depths, one being a factor of 105 deep and the other being a

factor of 103 deep, can look similar if the S/N of the observation is 100.

Next, we need to constrain the disk scale height and the disk a parameter to break the degen-

eracy of K0 in order to derive q. For each major gap, if there is a shallower gap at r/rp ⇠0.5-0.7,

the shallower gap may be the secondary gap induced by the planet. The distance between the

secondary gap and rp is very sensitive to h (§2.4.2 and Equation 2.25). Thus, the presence of the

secondary gap at the right radii not only makes the planet gap-opening scenario more plausible but

also gives constraints on the disk scale height. If there is no secondary gap, we may need to use

radiative transfer calculations or Equation 5.37 to estimate the disk temperature. The existence of

the secondary gap also implies that the disk viscosity parameter a . 10�4. Without the presence of

the secondary gap, the a parameter can then be constrained by the symmetry of the disk structures.

If the rings/gaps are highly axisymmetric, a is likely to be larger than 10�4.

Finally, we can use Equation 2.22 to calculate q and thus the planet mass. With Mp derived,
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we can go back to Step 2 to estimate a more accurate gas surface density. We can also do a

consistency check with the derived Mp. For example, we can check if the sub/super-Keplerian

motion at the gap edge could be detected (§2.4.1, Equation 2.16), if the planet should produce

large-scale asymmetries (e.g. eccentricity, vortices §2.4.2, Figure 2.8), and if the gap depth is

consistent with observations (Table 2 in Zhang et al. (2018b)).

Following this procedure (Figure 2.17), we identify potential planets in the DSHARP disks

(as summarized in Table 3 in Zhang et al. (2018b)) using the intensity profiles from Huang et al.

(2018c). All the gaps with D � 0.15 in the DSHARP sample have been carefully measured for

their widths and then we use the fitting formula to estimate the planet mass based on their widths.

These are shown in the upper part of Table 3 in Zhang et al. (2018b). Since each fitting line with a

Stokes number comes with an uncertainty in K0 (See §2.4.2, and Table 1 in Zhang et al. (2018b)),

the uncertainties of the planet mass with the given a and h/r are also included in the table. For

shallow gaps with D  0.15, our fitting formulae fail to fit the gap widths from the simulations and

the gap width is also sensitive to the convolution beam size (Figure 2.12). Thus, we only choose

those that look similar to shallow gaps in our grid of numerical simulations and compare them

directly with simulations. Thus, only a subset of the shallow gaps in DSHARP sample have been

fitted. They are shown in the lower part of Table 3 in Zhang et al. (2018b). Since we compare

these shallow gaps with the simulations by eye, proper error estimate can not be provided. Thus,

they are considered not robust and complete, and will not be included in the statistical study later.

This also means that our statistical study may miss low mass planets. In the next section, we will

comment on each case in detail.

Table 3 in Zhang et al. (2018b) gives the gap positions, measured gap widths, outer disk dust

surface densities and estimated h/r. Using the dust-to-gas mass ratio (Figure 2.18) in simulations
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with different dust size distributions (DSD1 and DSD2), the gas surface densities are also provided.

If the gas surface density is above the gravitational instability (GI) limit with Q = 1, we use the GI

limit as the gas surface density. Then with Stmax calculated for DSD1 and DSD2, we derive K0 for

DSD1 and DSD2 using D�K0 relationships. To break the degeneracy in K0 to derive q, we need to

know the disk viscosity. Thus, for either DSD1 or DSD2, we provide three possible planet masses

with the disk a=10�2, 10�3, and 10�4. These three masses are labeled as Mp,am2, Mp,am3, and

Mp,am4, which are listed in Table 3 in Zhang et al. (2018b). The inferred planet mass is roughly

twice as high if a is 10 times larger. This is because K0 = q(h/r)�0.18a�0.31, so that q µ a0.31 with

a given K0 and h/r. As shown in Table 3 in Zhang et al. (2018b), many gaps (especially having low

Sg,0) cannot be fit using DSD2 dust size distribution. This is because the Stokes number for dust

in DSD2 is very large, so that particles in the inner disk quickly drift to the central star forming a

cavity with a single ring at the gap edge. This is consistent with the conclusion in Dullemond et al.

(2018) that large particles (cm-sized) are not preferred in the DSHARP disks.

As can be seen from Equation 6.13 and Table 3 in Zhang et al. (2018b), the Stokes number

estimated from DSD1 and DSD2 can differ by three orders of magnitude. DSD1 with smax = 0.1

mm and DSD2 with smax = 1 cm can be seen as two extreme cases. Dust with smax < 0.1 mm

should have similar profiles as DSD1 since 0.1 mm particles already couple with the gas well in

the sample. Dust with smax = 1 cm already drifts very fast and we can hardly find a mass solution

for most of our disks. To cover a more comprehensive parameter space, we add a new set of planet

masses estimated assuming smax = 1 mm (”1 mm” hereafter). The estimated initial gas density

Sg,0 are used between the values of DSD1 and DSD2. Holding Sg,0 constant, Stmax for ”1 mm”

is 10 times larger than that of the DSD1 or 10 times smaller for DSD2. Thus, the Stokes number

of the ”1 mm” models are in between those two extremes. The gap width-K’ relation of the ”1
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mm” models are taken from the corresponding Stmax fits in DSD1. The justification is that only the

Stokes number matters regarding the gap width, as discussed at the end of §2.4.2 and demonstrated

in Figure 2.14. The estimated Sg,0, Stmax, three planet masses given a = 10�4,10�3,10�2 and

their uncertainties are all given in Table 3 in Zhang et al. (2018b) in the order of DSD1, ”1 mm”

and DSD2 (ascending smax). Among the nine planet masses estimated for each source, we prefer

Mp,am3 with DSD1 size distribution. The main reason that a = 10�3 is preferred is that most rings

of the DSHARP sample do not show significant asymmetry, indicating that a & 10�3. On the other

hand, if the gaps are shallow, low mass planets in a = 10�4 disks can also produce axisymmetric

gaps/rings.

2.5.1 Comments on Individual Sources

AS 209

AS 209 is a system with many gaps. Fedele et al. (2018) found two gaps at 62 au and 103 au and

they proposed that a 0.7 MSaturn planet at ⇠103 au can explain both gaps. Huang et al. (2018c)

and Guzmán et al. (2018) identified many gaps in this system including dark annuli at 9, 24, 35,

61, 90, 105 and 137 au. Following our procedure (Figure 2.17), we first derive the K0 parameter

for the main gap at ⇠100 au. The narrow width of the gap suggests that it is a sub-Jupiter mass

planet. Then we find that the gap at r = 61 au is shallower than the main gap, and it is at 0.5-0.7 rp.

Thus, we treat it as a secondary gap induced by the planet. The distance between the secondary

and primary gaps suggests that h/r ⇠ 0.05 � 0.06 (Equation 2.25 and Figure 2.16). This h/r is

slightly smaller than the simple estimate with Equation 5.37, but the faint emission at the near-IR

scattered light image (Avenhaus et al. 2018a) may support that the disk is indeed thin (another
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possibility is that the disk is significantly less flared.). With this h/r and K0, we derive that the 100

au planet has a mass of q = 3⇥10�4 in a a = 10�4 disk or q = 10�4 in a a = 10�5 disk. Motivated

by the smaller gaps at 24 and 35 au from the DSHARP data (Guzmán et al. 2018), we carry out

several additional simulations extending the range of a to 10�5. Since a smaller a is used, we

double the numerical resolution for all simulations that are constructed for AS 209. Surprisingly,

the q = 10�4 planet in a a = 10�5 and h/r = 0.05 disk can explain all 5 gaps at 24, 35, 62, 90 and

105 au (Figure 2.19). Although we assume that there is another planet at 9 au to explain the 9 au

gap, it is possible that the 9 au gap is also produced by the main planet at 99 au, considering that

our simulation domain does not extend to 9 au. We want to emphasize that our simulation with

one planet at 99 au not only matches the primary gap around 100 au, but also matches the position

and amplitude of secondary (61 au), tertiary (35 au) and even the fourth (24 au) inner gaps. This

makes AS 209 the most plausible case that there is indeed a planet within the 100 au gap.

Although the above model reproduces the positions and intensities of gaps and rings very well,

its synthetic image (the upper middle panel in Figure 2.19) shows a noticeable horseshoe region

and some degree of asymmetry in the rings. Such asymmetry disappears when a & 10�3. On the

other hand, the presence of the tertiary and the forth inner gaps requires a small a . Thus, we carry

out a simulation with a radially varying a (a = 3⇥10�4(r/rp)2). This model reproduces the 2-D

intensity maps better, as shown in the right panels of Figure 2.19 and also presented in Guzmán et

al. (2018). Such a radially varying a disk has also been suggested to explain HD 163296 (Liu et al.

2018). If these models are correct, they suggest that a in protoplanetary disks is not a constant

throughout, supporting the idea that different accretion mechanisms are operating at different disk

regions (Turner et al. 2014).

Dullemond et al. (2018) constrained that the a/St for the ring at 74 au has a range roughly
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between 0.03 and 0.7 from the limits of pressure bump width argument (See Table 3 therein). Such

constraint is derived using the particle trapping model and does not depend on the origin of the ring.

In our a = 10�5 model, a/Stmax ⇡ 0.003 and in our a varying model, a/Stmax ⇡ 0.02. The actual

characteristic St can be smaller, considering that the Stmax here is the maximum Stokes number at

the position of the planet in the initial condition (t0). Since for both models n(s) µ s�3.5, 50% of

the dust mass in t0 at rp have St  0.25 Stmax. Adopting these values, their a/St ⇡ 0.012 and 0.08,

respectively. Thus, the a = 10�5 model is off the lower limit of a/St by a factor of 3, whereas the

a varying model is safely above the lower limit. Considering that the turbulent diffusion with the

small a (a = 10�5) in our simulations may have not reached to a steady state, we conclude that

these models are consistent with Dullemond et al. (2018).

Elias 24

Elias 24 (Cieza et al. 2017) is another system that looks very similar to our planet-disk interaction

simulations. It has a deep gap at 57 au, a narrow ring at 77 au, and an extended outer disk (Huang

et al. 2018c). The narrowness of the ring is suggestive of particle trapping at the gap edge. Dip-

ierro et al. (2018) estimated that there is a 0.7 MJ mass planet at 57 au, while Cieza et al. (2017)

suggested that the mass of the 57 au planet is 1-8 MJ . Our estimate is roughly consistent with these

previous estimates. The planet mass is ⇠ 0.8 MJ with a = 10�3 and DSD1. On the other hand,

the clear signature of dust pile-up at the outer gap edge may indicate that dust is larger than 0.1

mm as used in DSD1. If dust particles in Elias 24 are larger than 0.1 mm, the planet mass can

be lower than our estimates. Based on our grid of simulations, we run an additional simulation

with a = 5 ⇥ 10�4, h/r = 0.07 and Mp = 0.16 MJ(q = 0.2 MJ/M⇤). We put the single planet at

the 57 au gap and the result is shown in Figure 2.20. The dust distribution is n(s) µ s�3.5, smax=
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2 mm, and initial gas surface density Sg,0 = 15 gcm�2, hence Stmax = 2.09⇥10�2. Dullemond et

al. (2018) estimated that the a/St is between 0.077 to 0.66 at the 77 au bright ring. Our estimated

a/Stmax = 2.39 ⇥ 10�2 is roughly consistent with their lower limit considering that 50% of the

dust mass has a/St > 0.096 under the dust size distribution p = �3.5.

Elias 27

The spiral arms detected in Elias 27 (Pérez et al. 2016) suggest that the disk may be undergoing

gravitational instability or there is a massive companion at the outer disk (Meru et al. 2017). Be-

sides the spirals, there is a shallow annular gap at 70 au (Huang et al. 2018d). If we follow our

procedure to fit this gap, the planet mass is 0.06 MJ using a = 10�3 and DSD1. Such a low mass

planet can not induce the large-scale spirals as observed (Zhu et al. 2015a). On the other hand,

detecting this shallow gap means that if there are massive companions in the system within 200

au (e.g. with masses larger than 0.06 MJ), we should be able to see the induced gaps at the mm

continuum images. The lack of deep gaps suggests that there are no massive companions in this

disk within 200 au. The spirals must be induced by a massive companion outside 200 au or by

some other mechanisms (e.g. GI).

GW Lup

GW Lup has two narrow gaps at 74 and 103 au. The former gap is barely above D = 0.15 and the

latter is extremely narrow with D . 0.15. We decide to only fit the 74 au gap since the 103 au gap

is too shallow to fit with any of our models. To produce the 74 au gap, the planet mass must be

very small (⇠ 0.03 MJ or 10 M�). If both 74 and 103 au gaps are part of a wide gap separated

by the horseshoe region, the planet will be at ⇠ 85 au with Mp,am3 = 0.36 MJ or Mp,am4 = 0.18
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MJ . The K parameter (Equation 2.14) is thus ⇠ 11 and the gaseous gap depth d is ⇠ 2, which

is roughly consistent with the observations (Huang et al. 2018c). Thus, this more massive planet

solution remains a possibility.

HD 142666

HD 142666 has several shallow dark annuli at 16, 36, and 55 au (Huang et al. 2018c). The outer

two dark annuli (36 and 55 au) as identified in Huang et al. (2018c) have widths of 0.05 and 0.04

by our definition, less than the minimum width measured in our models. Thus, we do not fit those

two gaps either. We only fit the 16 au gap, and it suggests that Mp,am3 is 0.3 MJ with DSD1 and

0.2 MJ with DSD2.

HD 143006

HD 143006 has two wide gaps at r = 22 au and r = 51 au (Pérez et al. 2018). The gap at r = 22

au has the widest relative width (D) in all DSHARP disks, which also leads to the highest inferred

planet mass with Mp,am4 = 10 MJ and Mp,am3 = 20 MJ . Both submm continuum observations (Pérez

et al. 2018) and the near-IR scattered light observations (Benisty et al. 2018) have suggested that

the inner disk inside 10 au is misaligned with the outer disk. If such misalignment is caused by a

planet on an inclined orbit, the planet mass needs to be larger than 2 MJ in an a = 10�3 disk (Zhu

2018), which is consistent with the high planet mass derived from fitting the gap profile here. With

such a massive planet predicted, HD 143006 is a prime target to look for exoplanets with direct

imaging techniques.

The outer gap at 51 au can be explained by a sub-Jovian planet in the disk. The 51 au gap also

has an interesting arc feature at the outer edge, which implies that the disk viscosity may be low
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(a . 10�4) and Mp,am4 are preferred in this system.

Note that such high inferred planet-stellar mass ratio at 22 au exceeds the largest q (3 MJ/M⇤) in

our grid of simulations. This brings more uncertainties to the estimated planet mass. Nevertheless,

we believe that our extrapolation of Equation 2.22 to q = 0.01 is justifiable since the dust is well

coupled to the gas due to the small Stokes number under DSD1, and the previous study with a grid

of much higher q (Fung et al. 2014a) showed that the relation between gaseous gap properties and

the planet mass can extend to q=0.01.

HD 163296

HD 163296 is another system with multiple gaps. The DSHARP observations (Huang et al. 2018c;

Isella et al. 2018) reveal 4 gaps at 10 au, 48 au, 86 au and 145 au. Based on the gap widths, we

estimate that the planets at 10 au, 48 au, and 86 au have masses of 0.71, 2.18, 0.14 MJ in an

a = 10�3 disk with DSD1 dust. If the disk a = 10�4, the planet masses are 0.35, 1.07, 0.07

MJ with DSD1 dust. Except the 10 au gap, the rest gaps have been revealed by previous ALMA

observations (Isella et al. 2016). Isella et al. (2016) estimated that the 48 au planet has a mass

between 0.5 and 2 MJ and the 86 au planet has a mass between 0.05 and 0.3 MJ , which are roughly

consistent with our estimate. Our derived gas surface density (Sg,0) of 3-30 g cm�2 at 48 au and 86

au is also consistent with ⇠ 10 g cm�2 derived in Isella et al. (2016). Teague et al. (2018a) studied

the deviation from the Keplerian velocity profile as measured from CO line emission and inferred

that the planet at 86 au has a mass around MJ , which is larger than our derived Mp,am2 by a factor

of 3. However, the planet mass assuming a = 10�2 and 1 mm sized particles including 1s error

can reach to ⇠ 0.6 MJ . Considering that the uncertainty is a factor of two in Teague et al. and also

the uncertainties in our adopted gas density, dust size distribution and disk viscosity, these results
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are still consistent. Liu et al. (2018) has adopted a disk with an increasing a from 10�4 at 48 au

to 10�2 at 86 au, and estimated that planets at 48 au and 86 au have masses of 0.46 and 0.46 MJ

(their same values were purely a coincidence). This is consistent with our estimate if we adopt the

same a values.

An asymmetric structure is discovered at the outer edge of the 48 au gap (Isella et al. 2018),

implying that the disk viscosity a . 10�4. Thus, the Mp,am4 may be more representative for the

48 au gap.

SR 4

SR 4 has a wide single gap at 11 au. We estimate its mass Mp,am3 = 2.16 MJ with DSD1 and 0.77

MJ with DSD2. The gap is also quite deep, consistent with the presence of a Jovian mass planet.

Thus, SR 4 may be an interesting source to follow up to study its gas kinematics or detect the

potential planet with direct imaging observations.

DoAr 25, Elias 20, IM Lup, RU Lup, Sz 114 and Sz 129

These six systems have shallow gaps with D < 0.15. Thus, we compare the observed gap widths

directly with those derived in numerical simulations (Figure 2.12). The inferred planet mass is less

than 0.1 MJ for all these gaps. The smallest planet is 0.02 MJ or 6.4 M�. Note also that IM Lup

features intricate spiral arms inside the gap fit at 117 au (Huang et al. 2018d).

On the other hand, DoAr 25, Elias 20, and RU Lup have adjacent double gaps, similar to GW

Lup. If we treat these double gaps as one main gap which is separated by the horseshoe material,

we can derive the planet mass under this scenario. To explain both the 98 and 125 au gaps in

DoAr 25 using a single planet, the planet is at 111 au with Mp,am3 = 0.73MJ or Mp,am4 = 0.36MJ .
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To explain the 25 and 33 au gaps in Elias 20, the planet is at 29 au with Mp,am3 = 0.57MJ or

Mp,am4 = 0.28MJ . To explain the 21 and 29 au gaps in RU Lup, the planet is at 24 au with

Mp,am3 = 1.18MJ or Mp,am4 = 0.58MJ . To make the gaps as shallow as possible, we assume

DSD1 dust distribution here. Even so, the corresponding gap depth d is larger than 2 with these

planet masses. By comparing with the intensity profiles in Huang et al. (2018c), DoAr 25 has gaps

that could be deep enough, while the gaps in both Elias 20 and RU Lup are too shallow and this

scenario seems unlikely.

2.5.2 Young Planet Population

Now, we can put these potential young planets in the exoplanet mass-semimajor axis diagram

(Figure 8.4). Considering most of these systems do not show asymmetric structures, we pick

the planet mass that is derived using a = 10�3 and DSD1. The mass errorbar is chosen as the

minimum and maximum planet mass among all the nine masses that have constrained values in

Table 3 in Zhang et al. (2018b) (columns 11 to 13), adding up the additional uncertainty due to the

fitting from the column 14 of the table. Thus, this is a comprehensive estimate of the error covering

different disk a (from 10�4 to 10�2), particle sizes (smax from 0.1 mm to 1 cm), and the errors of

the fitting. The planet masses that are from very narrow gaps in the lower part of Table 3 in Zhang

et al. (2018b) (the ones with brackets) are labeled with light circles, and we do not count them

in the statistical study below since the narrowness of the gaps leads to large uncertainties in the

mass estimate. Bae et al. (2018) has collected young planets from previous disk observations in the

literature (most are Herbig Ae/Be stars). Here, we only consider the DSHARP sample (Andrews

et al. 2018a). Although this sample is more homogeneous with similar observation requirements, it
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is still slightly biased towards bright disks and thus high accretion rate disks around more massive

stars.

Since the DSHARP observations have resolutions of ⇠ 3-5 au and most disks only extend to

200 au in the dust continuum images, the planet population we can probe lies between 5 and 200

au. The probed mass limit is around the Neptune mass in the outer disk and a little bit higher (a

factor of ⇠2) in the inner disk (<10 au, with a larger beam size). If there are planet-induced gaps

in the disk, we should always detect them at almost all the viewing angles unless the disk is very

edge on. Thus, the probability that we are missing gap-induced planets due to the observational

bias is small. Under this circumstance, we can simply estimate the planet occurrence rate through

dividing the number of planets by the total number of disks observed. Although DSHARP observes

20 disks, 2 are certainly in multiple star systems (Kurtovic et al. 2018). Since we only focus on

single star systems here, the total number of disks is 18.

Since the gaps in protoplanetary disks may not be due to young planets, our derived planet

occurrence rates should be considered as the upper limits. On the other hand, we may miss planets

at the mass detection limit (⇠Neptune mass), as evidenced by that we do not include those planets

that are fitted by eye and have no error estimates. Thus, the planet occurrence rates for Neptune

mass planets may be higher than our estimates.

By comparing with exoplanets discovered with other methods, we find that:

First, we only have one planet that is more massive than 5 MJ . Thus, the occurrence rate for >5

MJ planets beyond 5-10 au is 1/18 or 6%. Wide-orbit giant planets are very rare. This is consistent

with the direct imaging constraints that the occurrence rate for 5-20 MJ planets at >5-10 au is

1-10% (Meshkat et al. 2017a; Vigan et al. 2017a; Bowler & Nielsen 2018a).

Second, using disk features, we may be probing a planet population that is not accessible by
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other planet searching techniques. These are Neptune to Jupiter mass planets beyond 10 au. Young

planetary systems may harbor Uranus and Neptune mass planets beyond 10 au similar to our Solar

System. The occurrence rate for 0.2 MJ . Mp . 5 MJ planets beyond 5-10 au is 8/18 or 44%, and

the occurrence rate for all the planets more massive than Neptune and less than 5 MJ beyond 5-10

au is 10/18 or 56%. These rates are comparable to the 31% giant planet (> 0.1 MJ) occurrence

rates (Clanton & Gaudi 2014) within 104 days (<9 au for solar mass stars). If we consider that our

derived planets spread from 5 au to 200 au, the occurrence rate per decade of semi-major axis is

27% and 35%, respectively. This rate is comparable to the occurrence rate (20%) for giant planets

(> 0.1 MJ) with period between 103 and 104 days. Thus, giant planet distribution may be flat

beyond several au to ⇠ 100 au.

Finally, the planet’s mass distribution is almost flat from Neptune to Jupiter mass. We have ⇠

5 planets with 0.03 MJ . Mp . 0.3 MJ , and 6 planets with 0.3 MJ . Mp . 3 MJ .

We bin the planet masses in decade in part due to the number of sources available and in part

because of the uncertainties of the mass range for each planet (see Figure 8.4). The uncertainties

for most of the planet masses are around a factor of 10. We want to emphasize that the derived

planet mass has larger uncertainties due to the unknown disk a and dust size distribution. On the

other hand, as long as all these disks have similar a values among each other, the derived planet

mass will systematically shift up and down with the same fraction (e.g. decreasing the a value by

a factor of 10 will decreasing the planet mass by a factor of two for all the planets).
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2.6 Discussion

2.6.1 Our Solar System and HR 8799 Analogs in Taurus

Exoplanetary systems are very diverse with systems having multiple low-mass planets within 1 au

(as probed by the Kepler spacecraft) or systems having multiple giant planets beyond 10s of au

(e.g. HR 8799). Our solar system has both terrestrial and giant planets. Are any of the DSHARP

sources analogous to our Solar System when it was young? Is DSHARP capable of detecting

young Solar System analog or HR 8799 analog?

To answer these questions, we embed planets in our Solar System and HR 8799 into a proto-

planetary disk having a minimum mass solar nebulae surface density

Sg = 1700
⇣ r

au

⌘�1.5
gcm�2 . (2.26)

To maximize our chances to detect disk features, we use DSD2 dust size distribution (smax=1 cm).

The initial dust-to-gas mass ratio is 1/100. We run simulations with both a = 10�2 and 10�4 to

explore the parameter space slightly. The mass of the HR 8799 central star is 1.47 M�, and the

four giant planets in HR 8799 are chosen as 7 MJ at 14.5 au, 7 MJ at 24 au, 7 MJ at 38 au, and

5 MJ at 68 au Marois et al. (2010). The inner and outer boundary of these simulations are 0.1 r0

and 10 r0, where r0 = 10 au for two young solar system runs and r0 = 20 au for two HR 8799 runs.

The a = 10�4 run for the solar system has 1500 and 2048 grid points in the radial and q direction,

whereas the three other models have 750 and 1024 grids in the radial and q direction. The Solar

System simulation runs for ⇠ 500 orbits at 10 au (due to the higher resolution and computational

cost) and the HR 8799 simulation runs for ⇠ 1000 orbits at 20 au. The mm intensity images are
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calculated using the temperature structure from Equation 5.37 with luminosities at 1 Myr found

from D’Antona & Mazzitelli (1994) given current masses. Before making the ALMA synthetic

images, the dust emission for the young solar system and HR 8799 runs are convolved with a 2-D

Gaussian FWHM 1.4 au and 2.8 au, respectively.

Then, we use the CASA simobserve task to generate synthetic observations with sensitivities

and angular resolutions comparable to those of the DSHARP observations, which are shown in

Figure 2.22. The angular resolutions in FWHM are equivalent to ⇠ 5 au in distance and are marked

in the lower left corners in the figure. Each set of synthetic observations consist of 12 minutes of

on-source integration time with the Cycle 5 C43-5 antenna configuration, 35 minutes on source

in the C43-8 configuration, and 35 minutes on-source in the C43-9 configuration. A precipitable

water vapor level of 1.0 mm is adopted throughout. The resulting synthetic visibilities are imaged

in the same manner as the DSHARP sources, as described in Andrews et al. (2018a). Clearly the

DSHARP observational setup is capable of detecting both our Solar System analogs and HR 8799

analogs at a distance of 140 pc away.

The four giant planets induce a wide gap in the HR 8799 analog. When the disk viscosity is

high (a = 10�2), the disk has an annular ring with an inner cavity, similar to transitional disks

(Espaillat et al. 2014). When the disk viscosity is low (a = 10�4), we see bright arcs. We also

see bright sources at the inner disk, which are vortices at the gap edge between the adjacent pair

of planets and the horseshoe region of the planets. In actual observations, we may misinterpret

them as planets or circumplanetary disks. One way to distinguish these possibilities is studying

if the bright sources are spatially resolved (Zhu et al. 2018). Either the planet or circumplanetary

disks should be smaller than the planet’s Hill radius. If the structures within the gap are spatially

resolved, it is likely that they are not from the planets or the circumplanetary disks.
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For the Solar System analog, when the disk viscosity is high (a = 0.01), we can only observe

the gap induced by Jupiter. When the viscosity is low (a = 10�4), the common gap induced by

Jupiter and Saturn can be seen. Gap edge vortices and horseshoe regions can also be seen in this

case. From the synthetic observations, we can barely see the disk features induced by Uranus and

Neptune. Even by examining the radial intensity profiles, we can only see an extremely shallow

dimple at the Neptune position. Thus, Uranus and Neptune in our Solar System analogs are not

detectable with DSHARP. The reason we have Neptune mass planet candidates in Table 3 in Zhang

et al. (2018b) and Figure 8.4 is because either the planet is further away or the central stellar mass

is lower (so that q is larger and gaps are deeper).

2.6.2 Caveats

Although we seek to explain gaps with young planets, we want to point out that there are many

other possible mechanisms to produce gaps and rings, such as ice lines (Zhang et al. 2015a;

Okuzumi et al. 2016a), the dead zone transition (Pinilla et al. 2016), MHD zonal flows (Flock

et al. 2015; Ruge et al. 2016), the secular gravitational instability (Takahashi & Inutsuka 2014),

disk winds (Bai 2017; Suriano et al. 2018) and so on. On the other hand, quantitative predictions

from these mechanisms are desired for the future so that we can test various ideas and understand

the nature of these gaps and rings.

Another major caveat in this work is that we fit the gap profiles at 1000 planetary orbits. The

gap depth and width do change with time (Rosotti et al. 2016a). To get a rigorous comparison

between simulations and observations, we need to know when planets formed in the disk and how

planets grew in time (Hammer et al. 2017), which we have little knowledge about. We can only
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assume that the gap opening timescale is similar to the disk lifetime. Although 1000 orbits at ⇠

100 au is close to the disk lifetime, it is only 10% of the disk lifetime for a planet at 20 au. A study

similar to this work but also including the gap’s change with time is needed in future. On the other

hand, we can do some analytical estimates on the relationship between the gap width and time.

First, we do not expect that the gap profile can change dramatically over several thousand orbits if

the disk has a large a (e.g. a > 10�3) and small particles (e.g. St < 10�3). This is because, in these

disks, the viscous timescale over the gap width is much shorter than 1000 planetary orbits and the

gas disk has already reached the steady state. Small particles couple with the gas relatively well

and their drift timescale is much longer than several thousand orbits. Dust turbulent diffusion with

the large a can further smooth out dust features (Zhu et al. 2012a). Second, for particles which

are marginally coupled to the gas (St & 10�2), they drift fast in the disk and we expect that the gap

width will increase with time. As long as the gas profile is fixed (e.g. a ⇠ 10�3), particles will

drift twice further away from the planet over twice amount of time. On the other hand, particles

with twice St will drift twice further way from the planet over the same amount of time. Thus, we

expect that the gap width is proportional to St ⇥ t for fast drifting particles. We have done a test for

disks at different orbits and with fast drifting dusts having different Stokes numbers using the Elias

24 simulation above. We find that if the gas profile is about the same, the time t and the Stokes

number St indeed play the same role in widening the gap: the gap width at 2t is similar to the gap

width at t from particles with 2St. However, we have not explored the full parameter space, and

the results may change with some other disk parameters. Especially, if a is small, the dramatic

change in the gas profile with time will complicate the issue and break the degeneracy between St

and t. A detailed study requires adding the time dimension in the parameter space and is beyond

the scope of this paper.
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Dust evolution and feedback to the gas is ignored in our study so that we can scale the simu-

lations. In reality, particles are trapped at the gap edges which will promote its growth. When a

significant amount of dust is trapped at the gap edge, the dust-to-gas feedback can affect the gap

depth and width (Yang & Zhu in prep.) or even trigger streaming instability (Youdin & Goodman

2005). A proper study with all these effects considered is difficult for 2-D numerical simulations.

But it can be incorporated into 1-D dust evolutionary models.

We want to emphasize that, as shown in §4, it is straightforward to derive the planet mass

assuming other dust size distributions besides DSD1 and DSD2. As shown in Figure 2.14, only

the maximum Stokes number affects the gap profiles. Thus, we can calculate the Stokes number

for any given dust size distribution, and then use the fits to derive the planet mass.

2.7 Conclusion

DSHARP provides a homogeneous sample of young protoplanetary disks showing a variety

of substructures, e.g. rings, gaps, spirals, and small scale asymmetry (Andrews et al. 2018a). If

these substructures are induced by forming young planets, they are revealing a hidden young planet

population which has not been probed by direct planet searching techniques.

To explore the potential planet population that is responsible to observed features in the DSHARP

disks, we carry out two-dimensional hydrodynamical simulations including dust particles to study

the relationships between the gap properties and the planet mass. We systematically study a grid of

45 gas models (as in §2.3.2), with three values of a (10�4, 10�3, 10�2), three values of h/r (0.05,

0.07, 0.10), and five values of planet mass (from 10M� to 3MJ). For each model, we scale the

dust distribution in the simulation to disks with different surface densities and different dust size

67



distributions. Two different dust size distributions motivated by (sub-)mm polarization measure-

ments (DSD1: smax=0.1 mm, p=-3.5) and (sub-mm) dust thermal continuum observations (DSD2:

smax=1 cm, p=-2.5) are considered. Overall, for each model, we generate 12 millimeter images

including 7 images using the DSD1 dust size distribution and 5 images using the DSD2 dust size

distribution.

• First, we study the gas structure in these 45 simulations. Overall, the gap becomes deeper

with higher q, smaller h/r, and lower a . But when q & 3MJ in a low a disk, the gap edge

becomes eccentric and the gap depth starts to decrease. These are all consistent with previous

studies.

• We study the sub/super-Keplerian motion at the gap edges. We confirm that the deviation

from the Keplerian motion is due to the gas radial pressure gradient. The distance between

the sub/super-Keplerian motion peaks is roughly 4.4 times h, with a weak dependence on a

and q. The amplitude of the sub/super-Keplerian motion peaks is fitted with Equation 2.16,

which shows a strong dependence on h/r.

• Then, we study the mm intensity maps for all our simulations. The gap edge becomes

more eccentric and off-centered with the increasing planet mass. The eccentricity and off-

centered distance are provided (Figure 2.8). Large eccentricity and off-centered distance

may be indications of planets in disks.

• Particle trapping in gap edge vortices and the horseshoe region are apparent in mm intensity

maps for disks with a = 10�4, leading to large-scale asymmetries in the images. For some

parameters, even a 33M� planet can lead to a factor of 100 contrast between different az-
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imuthal parts of the disk. In some cases, the vortex shows up at smaller radii than the gap

edge (similar to the arc structure in HD 163296).

• We derive several empirical relationships between the width/depth of the gaps in mm inten-

sity maps and the planet/disk properties. All the fits for the width and depth are given in

Table 1 in Zhang et al. (2018b) and 2 in Zhang et al. (2018b) and shown in Figure 2.14. We

show that different disks with different surface densities and different dust size distributions

have the same gap shape as long as their Stokes numbers for the maximum-size particles

(where most of the dust mass is) are the same. Thus, our derived relationships can be used

in other disks with different surface densities and dust size distributions.

• A single planet can open multiple gaps. The position of the secondary gap is fitted with

Equation 2.25. We find that the position of the secondary gap is almost solely determined

by the disk scale height. Thus, if the secondary gap is present, we can use its position to

estimate the disk scale height (h/r).

• With all these relationships, we lay out the procedure to constrain the planet mass using gap

properties (the flowchart is presented in Figure 2.17).

• Applying these steps, we identify potential planets in the DSHARP disks. We provide planet

masses that are derived using three different values of a and three dust size distributions.

• We comment on the potential planets in each disk. Particularly, for AS 209, we point out

that our simulation matches not only the primary gap, but also the position and amplitude of

the secondary (61 au), tertiary (35 au) and even the fourth (24 au) inner gaps. This makes

AS 209 the most plausible case that there is indeed a planet within the 100 au gap (also in
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Guzmán et al. (2018)). The best fit model also suggests that the disk a increases with radii

in AS 209, which may have implications for studying disk accretion theory.

• We make synthetic observations for HR 8799 and Solar System analogs to show that DSHARP

is capable of detecting giant planets in these systems.

• We plot these potential young planets in the exoplanet mass-semimajor axis diagram (Figure

8.4). We find that the occurrence rate for > 5 MJ planets beyond 5-10 au is ⇠ 6%, consistent

with direction imaging constraints. Using disk features, we can probe a planet population

which is not accessible by other planet searching techniques. These are Neptune to Jupiter

mass planets beyond 10 au. The occurrence rate is ⇠ 50%, suggesting a flat distribution

beyond several au and planets with Neptune mass and above are common. On the other

hand, we caution that there are large uncertainties for both the origin of these gaps and the

inferred planet mass.

Appendix

The fitted gap widths and depths for all the models are listed in Table 4 in Zhang et al. (2018b)

and Table 5 in Zhang et al. (2018b). Column (4) shows the gap widths/depths of the gas; Column

(5-11) show the gap widths/depths of the dust emission with increasing initial gas surface density

Sg,0 (decreasing Stokes number Stmax) under dust size distribution DSD1; similarly Column (12-

16) show the gap widths/depths of the dust under DSD2. All widths/depths shown in Table 4 in

Zhang et al. (2018b) and 5 in Zhang et al. (2018b) are derived from the images with a Gaussian

convolution s = 0.06 rp (the larger kernel), except for the bottom of Table 4 in Zhang et al. (2018b)

(below the horizontal line and above the double horizontal lines) where widths are derived using s
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= 0.025 rp (the smaller kernel). These widths with a smaller beam are listed only if the gap widths

D < 0.15 using the larger kernel (s = 0.06 rp). Rows below the double lines show the individual

widths of the gaps whose common gap is separated into two due to the horseshoe. The value on

top the bar shows the width of the inner gap (D1), whereas the value under the bar shows the width

of the outer gap (D2).
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Figure 2.14: Upper panel: D-K0. Lower panel: (d -1) - K. The fits for the gas surface density
are shown as the black dashed lines. The fits for the dust continuum intensity are shown as
the solid lines for DSD1 ({smax, p} = {0.1 mm,�3.5}), and the dashed-dotted lines for DSD2
({1 cm,�2.5}). Maximum Stokes numbers (Stmax) under Sg,0 (DSD1, DSD2) are 1.57 (–, 1
gcm�2), 5.32 ⇥ 10�1 (–, 3 gcm�2), 1.57 ⇥ 10�1 (10 gcm�2, 0.1 gcm�2), 5.23 ⇥ 10�2 (30
gcm�2, 0.3 gcm�2), 1.57 ⇥ 10�2 (100 gcm�2, 1 gcm�2), 5.23 ⇥ 10�3 (3 gcm�2), 1.57 ⇥ 10�3

(10 gcm�2, –), 5.23 ⇥ 10�4 (30 gcm�2, –), 1.57 ⇥ 10�4 (100 gcm�2, –).
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Figure 2.15: Position of gaseous rings (left panels, B: Bright ring) and gaps (right panels, D: Dark
annulus) for simulations having a = 10�4. Note that, in the right panel, two cases with h/r=0.05
have two minima around r = rp because the horseshoe region splits the primary gap into two
smaller gaps.

Figure 2.16: The fit of the position of secondary gaps as a function of q, h/r and a .
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Find the major gap and 
measure its width and depth 
from the observation 
(Fig 11, Eq 21)

Estimate the gas surface 
density using the dust 
continuum flux (Fig 18), GI 
(Table 3) or other methods

Derive the Stokes number 
and use the corresponding 
gap width-K’ relationship to 
calculate K’ (Fig 12, Table 1)

Is there a shallower gap at 
r~0.5-0.7 rp ?

Use the secondary gap to 
constrain h and α
(Fig 15, Eq 25)

Use molecular lines, 
radiative transfer modeling, 
etc. to estimate h

Derive the planet mass (Eq 22)

Can non-Keplerian
be detected ? 
(Fig 5, Eq 16)

Check asymmetry 
(eccentricity, vortices)
(Fig 8, 9)

Check depth
(Fig 13, Eq 23, 24, 
Table 2)

Yes No

Estimate α using disk 
asymmetry or disk thickness

Figure 2.17: The flow chart to derive the planet mass.
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Figure 2.18: The averaged dust surface density at the outer disk, integrated from 1.1 rp to 2 rp, for
all the models with DSD1 (upper panels) and DSD2 (lower panels).
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Figure 2.19: Top panels: a) The observation image of AS 209 (See Guzmán et al. 2018, Huang
et al. 2018c). The distance between two ticks on the axes is 40 au. b) The synthetic image from
the simulation with a single planet (Mp/M⇤ = 0.1 MJ/M�) at 99 au in a a = 10�5, Sg,0 = 15
gcm�2, smax = 0.3 mm and p = �3.5 disk at 2000 orbits (⇠ 2Myrs). c) The synthetic image
from the simulation with a single planet (Mp/M⇤ = 0.1 MJ/M�) at 99 au in a varying a , Sg,0 =
6.4 gcm�2, n(s) µ s�3.5, smax = 0.68 mm disk at 1350 orbits (⇠ 1.35 Myrs). Bottom panels: the
azimuthally-averaged intensity profiles. Panel a) is the profile from the observation, and b) and
c) are the profiles from the simulations above. The “DM” and “BM” stand for Dark annulus and
Bright ring in the Model, respectively; the digits coming after mark the position in au. The gas
density profiles of two models are overplotted on the bottom panels in grey color in arbitrary unit.
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Figure 2.20: The comparison between the observation and the simulation of Elias 24. Top panels:
a) Observation images of the Elias 24 (Andrews et al. 2018a) and b) our simulation with a single
planet at 57 au. The model image is produced at 1000 planetary orbits, effectively 0.43 Myrs at
57 au. The distance between two ticks on the axes is 40 au. Lower panels: a) The radial profile
of Elias 24 (Huang et al. 2018c), b) the radial profile of our simulation. The gas density profile in
arbitrary unit is overplotted in grey color. The bright rings and dark annulus are marked the same
way as in Figure 2.19.

77



Figure 2.21: Planet mass vs. Planet semi-major axis. Orange circles with errorbars are 12 in-
ferred planets from 8 disks listed in Table 3 in Zhang et al. (2018b) using the mass Mp,am3, DSD1.
The other inferred planet masses with the assumption of a = 10�2 and 10�4 (DSD1, ”1 mm”
or DSD2) are listed in Table 3 in Zhang et al. (2018b) as Mp,am2 and Mp,am4. We can see that
ALMA is sensitive to planets which are not detectable using traditional methods. Young plan-
etary systems may harbor Uranus and Neptune mass planets beyond 10 au similar to our Solar
System. For reference, small dots with different colors are exoplanets confirmed as of August,
2018 (https://exoplanetarchive.ipac.caltech.edu). Black circles with white labels are solar system
planets, expect that the planet Earth is marked in light blue. Light orange open circles are planets
inferred from shallow gaps (also Mp,am3, DSD1). They are not included in the statistics because
we lack the knowledge of their uncertainties.
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Figure 2.22: Simulation images (the left panel in each panel block) and synthetic observations (the
right panel in each panel block, using the same configuration as the ALMA DSHARP observation)
of HR 8799 and Solar System at a distance of 140 pc. The top panels adopt a = 10�2, while the
bottom panels adopt a = 10�4. The field of view for HR 8799 images are 2” while that for Solar
System is 0.5”. The distance between two ticks in HR 8799 is 0.5”.
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3.1 Abstract

Observations of substructure in protoplanetary disks have largely been limited to the bright-

est and largest disks, excluding the abundant population of compact disks which are likely sites

of planet formation. Here, we reanalyze s0.1”, 1.33 mm ALMA continuum observations of 12

compact protoplanetary disks in the Taurus star-forming region. By fitting visibilities directly, we

identify substructures in 6 of the 12 compact disks. We then compare the substructures identified
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in the full Taurus sample of 24 disks in single star systems and the ALMA DSHARP survey, dif-

ferentiating between compact (Reff,90% < 50 au) and extended (Reff,90% � 50 au) disk sources. We

find that substructures are detected at nearly all radii in both small and large disks. Tentatively, we

find fewer wide gaps in intermediate-sized disks with Reff,90% between 30 and 90 au. We perform

a series of planet-disk interaction simulations to constrain the sensitivity of our visibility-fitting

approach. Under an assumption of planet-disk interaction, we use the gap widths and common

disk parameters to calculate potential planet masses within the Taurus sample. We find that the

young planet occurrence rate peaks near Neptune masses, similar to the DSHARP sample. For

0.01 MJ/M� . Mp/M⇤ . 0.1 MJ/M�, the rate is 17.4±8.3%; for 0.1 MJ/M� . Mp/M⇤ . 1

MJ/M�, it is 27.8±8.3%. Both of them are consistent with microlensing surveys. For gas giants

more massive than 5 MJ , the occurrence rate is 4.2±4.2%, consistent with direct imaging surveys.

3.2 Introduction

One of the most exciting discoveries in recent years is the prevalence of small-scale substruc-

ture (e.g., gaps, rings and spirals) in submillimeter/millimeter continuum emission (e.g., ALMA

Partnership et al. 2015b; Zhang et al. 2016; Andrews et al. 2016b; Long et al. 2018a; Huang et al.

2018b; Cieza et al. 2021a) and scattered light observations (e.g., van Boekel et al. 2017; Avenhaus

et al. 2018b; Garufi et al. 2018a) of protoplanetary disks. Substructures in disks represent a likely

solution to the long-standing problems of rapid radial drift (see Whipple 1972; Weidenschilling

1997; Takeuchi & Lin 2002) and planetesimal formation (see Takeuchi & Lin 2005) inherent to

the standard assumption of a smooth gas disk.

A number of physical mechanisms have been proposed to explain such substructures: MHD or
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photoevaporative winds (e.g., Alexander et al. 2014; Suzuki et al. 2016b), zonal flows tied to con-

centrations of magnetic flux (e.g., Johansen et al. 2009b; Bai & Stone 2014; Suriano et al. 2017), a

global gravitational instability driven by envelope infall that could produce large-amplitude spiral

density waves (Lesur et al. 2015) or gaps and rings (e.g., Kuznetsova et al. 2022), changes in dust

properties at condensation fronts (Zhang et al. 2015b; Okuzumi et al. 2016b; Pinilla et al. 2017a),

and embedded planets (e.g., Dong et al. 2015b; Zhang et al. 2018c).

However, despite the ubiquity of substructures seen in recent observations and the number of

proprosed mechanisms for their generation, studies have been mostly limited to large and bright

disks most readily observable at current spatial resolutions (e.g., Huang et al. 2018b; Cieza et al.

2021a). The majority of nearby protoplanetary disks are both fainter and more compact (Ansdell

et al. 2016a; Pascucci et al. 2016b; Cieza et al. 2019a; Williams et al. 2019). If substructure

is essential to the planetesimal formation problem, and compact disks are likely sites of planet

formation, we expect substructures to be a common component of compact disks as well. If they

are due to planets, we can infer planet masses and make a more direct comparison to the planet

population within the Solar System than is possible when planet masses are inferred from the inner

region of extended disks.

In this paper, we aim to provide one of the first statistical results of substructures in compact

disks by using the model-fitting approach employed in Zhang et al. (2016) and Long et al. (2020a)

to revisit the subsample of smooth, compact disks observed by Long et al. (2019) in high-resolution

ALMA imaging of 32 protoplanetary disks in the Taurus Molecular Cloud. In Section 3.3, we

briefly describe target selection and observations of the Taurus sample. In Section 3.4, we outline

our model-fitting approach, describe how substructures are characterized, and present the results

of substructures identified in the subsample of compact disks that were previously classified as
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smooth. We compare the frequency, location and properties of substructures found in compact and

extended disks within the full Taurus sample, and the ALMA DSHARP survey of nearby disks in

Ophiuchus, Lupus and Upper Sco (see Andrews et al. 2018b). In Section 3.5, we use the planet-

disk interaction models of Zhang et al. (2018c) and simulated visibilities from a representative

compact and extended disks to ascertain the sensitivity of our substructure detection technique

to planets of various masses and separations. In Section 3.6, we then calculate potential planet

masses by gap widths using the method in Zhang et al. (2018c) and present them on the planet-

mass-semi-major-axis diagrams. In Section 3.7, we calculate occurrence rates and compare them

to both potential planets in the DSHARP sample and the results of microlensing, direct imaging

and radial velocity surveys. We summarize our findings in Section 3.8.

3.3 Observations

Observations of the full 32 disk sample were conducted as part of ALMA Cycle 4 program

2016.1.01164.S (PI: Herczeg). The goal of this observing program was to obtain a minimally-

biased, high spatial resolution (s0.1”) sample of the full range of disk types around solar-mass

stars in the Taurus star-forming region. Disks around stars of spectral type later than M3 (to ensure

sufficient S/N), known binaries with separations less than 0.5”, stars with high extinction (AV >

3 mag), and disks with existing high-resolution ALMA observations were excluded from target

selection. The most significant bias of the sample selection comes from the avoidance of existing

high resolution observations. Since the existing high resolution observations are biased towards

bright and large disks, the Taurus sample can be biased against them. The selected targets sampled

a considerable range of disk millimeter brightness, though the exclusion of close binaries naturally
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avoided some faint disks. Additional details on target selection, and a table of host star properties,

are provided in Long et al. (2019).

Continuum emission from the selected disks were observed in late August and early September

of 2017. Spectral windows at 218 and 233 GHz, both with identical 1.875 GHz bandwidths, were

used. Average observing frequency was 225.5 GHz, corresponding to a wavelength of 1.33 mm.

On-source integration times were between 4 and 10 minutes per target (see Table 2 of Long et al.

2019 for a complete observing log). The C40-7 antenna configuration of ALMA Cycle 4, with

baselines of 21 - 3697 meters (15 – 2780 kl ), was used to carry out the observations.

The data were reduced using the Common Astronomy Software Applications (CASA) package

(McMullin et al. 2007a), versions 4.7.2 and 5.1.1. Following the standard ALMA pipeline, phase

adjustments were made based on the water vapor radiometer measurements. Bandpass, flux and

gain calibrations were then applied for each measurement set. From the calibrated visibilities,

continuum images were created with the CASA task tclean to perform phase and amplitude self-

calibrations on targets with S/N & 30 (see Long et al. 2018a for greater detail). Data visibilities

were then extracted from the self-calibrated measurement sets and final continuum images were

produced with Briggs weighting in tclean. The typical beam size of the final continuum images

was 0.14” x 0.11” and typical RMS noise was 50 µJy beam�1.

3.4 Modeling and Results

Of the 32 observed disks, 12 showed evidence of substructure following the approach of Long

et al. (2018a). They determined the major axis of each disk by fitting an elliptical Gaussian profile

to the continuum image with CASA task imfit. The radial intensity profile along the major axis was
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then inspected for evidence of substructure (e.g., inner cavities, extended emission at large radii,

resolved rings or emission bumps) not able to be fit with a single smooth central component. Model

intensity profiles were produced by combining a central Gaussian profile (or exponentially tapered

power law) with additional Gaussian rings inspired by peaks (if any) in the radial profiles. Best-fit

models (including the disk properties of position angle, inclination and phase center offsets) were

obtained by comparing model and data visibilities, wherein model visibilities were created by a

Fourier transform of the model intensity profile and matched to data visibilities with the Markov

chain Monte Carlo method to compute the optimal value of free parameters. Total flux and disk

radius were then estimated from the best-fit models.

We adopt here the computed disk properties (see Table 3.3 in the Appendix), but use an al-

ternative model-fitting approach directly in the visibility domain to reexamine the subsample of

12 smooth disks around single stars for evidence of small-scale substructure not visible from the

continuum images. We do not consider the 8 smooth Taurus disks in multiple star systems as they

are not compatible with our fitting routine. The Taurus sample has 24 disks in single star systems.

To produce a homogeneous sample for comparison between compact and extended disks (see the

definition in Section 3.4.4), we also apply our fitting routine on 12 disks with substructures already

found in Long et al. (2018a).

3.4.1 Model-fitting Approach

In the model-fitting approach employed here (see Pearson 1999 for a full treatment), data visibil-

ities are reproduced via a parametric model of the source intensity distribution. Crucially, radial

intensity profiles are created by fitting directly in the visibility domain. In the original approach
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(Long et al. 2019), intensity profiles are retrieved from the continuum images and visibility fitting

is used to optimize model profiles. By starting in the visibility domain, we utilize the full comple-

ment of spatial frequency information within the data and can recover smaller scale substructure

than can be seen directly in CLEANed continuum images (Zhang et al. 2016).

Visibilities are deprojected using the inclination and position angles given in Table 3.3. For

circularly symmetric disk emission, the deprojected visibilities and radial brightness distribution

are related by a Hankel transform (Pearson 1999):

u0 = (ucosf � vsinf)⇥ cos i (3.1)

v0 = usinf + vcosf (3.2)

V (r) = 2p
Z •

0
In(q)qJ0(2prq)dq (3.3)

where i and f are the disk inclination and position angle, r =
p

u02 + v02 is the deprojected uv-

distance in units of l , q is the radial angular scale from the center of the disk, and J0 is a Bessel

function of the first kind.

We model I(q), the disk intensity distribution, with a parametric function (Equation 3.4) de-

veloped by Zhang et al. (2016). This parametric function is characterized by a series of Gaussian

functions, each modulated by a sinusoidal function with a spatial frequency of ri. The number of

Gaussian functions is determined by the number of distinctive peaks in the disk visibility profile.

A peak in visibility indicates that some particular spatial frequency contributes more than others.
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Variables {a0,s0,ai,si,ri} are free parameters. As such,

I(q) =
a0p
2ps0

exp
✓

� q 2

2s2
0

◆

+Â
i

cos(2pqri)⇥ aip
2psi

exp
✓

� q 2

2s2
i

◆
.

(3.4)

We perform model-fitting with the MPFIT routine (Markwardt 2009). This routine iteratively

searches for optimal values of the free parameters using the Levenberg-Marquardt technique. We

provide initial guesses for the amplitudes {ai}, widths {si} and central locations {ri} of the iden-

tified peaks in each visibility profile. The central location of the first peak is invariably set to zero,

and we avoid attempting to fit additional Gaussians to the noisy region seen at baselines beyond

⇠1650 kl . For GK Tau, HO Tau, HP Tau, HQ Tau, and V836 Tau, the visibilities are very noisy

beyond ⇠1000 kl , and no clear bump can be identified to justify additional Gaussian compo-

nents, so only one Gaussian components are used. Additionally, the number of Gaussians used in

a fitting can be justified by the chi-square values. In Appendix Figure 3.13, we demonstrate that

two-Gaussian component models of DO Tau and DQ Tau reduce the chi-square values by an order

of magnitude compared to that of one-Gaussian models. The best-fit model visibilities for the 12

compact disks in our sample are shown in columns one and three of Figure 3.1. The model-derived

radial intensity profiles are shown in columns two and four. The best-fit parameters and chi-square

values are listed in Appendix Table in (Zhang et al. 2023a). The reanalyses of 12 disks in Long

et al. (2018a) are shown in Appendix Figure 3.15 and Table 3.4. We quantify and report the labeled

features of the radial intensity profiles in the next two subsections.
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3.4.2 Substructure Characterization

We identify substructures in our model radial intensity profiles by searching for local minima and

maxima along the curve. Local minima, or dips, in the curve are interpreted as gaps and labeled

with the prefix D. Local maxima, or bumps, are interpreted as rings and labeled with the prefix B.

The number following each prefix identifies the radial location of the gap or ring (e.g., B12 refers

to a ring identified at or near 12 au). This convention follows from the literature (e.g., ALMA

Partnership et al. 2015b; Huang et al. 2018b).

Shallow features in the radial intensity profiles not immediately identifiable as gaps or rings,

but which deviate from a smooth profile, are characterized as “plateaus” according to the criteria

established in Huang et al. (2018b). Inner and outer edges are identified by visual inspection and

the deviation is deemed worthy of inclusion if 1
Iv(r)

dIv(r)
dr , the slope of the radial intensity divided

by the radial intensity, exceeds -0.05 (i.e., if the radial decrease of the intensity is small). The inner

and outer edges of plateau features are also labeled with the prefixes D and B, respectively.

We measure the widths and depths of gaps and rings following the approach of Huang et al.

(2018b). The gap outer edge, and the ring inner edge, are defined as the radius at which model

intensities most closely match Imean = 0.5(Id + Ib). The gap inner edge is the radius interior to

gap center with an intensity value closest to Imean, and the ring outer edge the radius exterior to

ring center with an intensity value closest to Imean. Widths are then a simple subtraction of inner

and outer edges. Gap depths are estimated by Id
Ib

, a ratio of the intensities at gap and ring centers.

Widths of the plateau features are measured singly as we identify not gaps and rings, but an inner

and outer plateau edge. Plateau depths are estimated by fitting a spline function to data on either

side of the deviation and measuring how much it varies from the fit.
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3.4.3 Model-fitting Results

Substructures are identified in 6 of the 12 compact disks (see left-hand columns of Figure 3.1),

and labeled following the convention outlined in the previous subsection. The properties of these

substructures are listed in Table 3.1. We note similarities to the recent results of Jennings et al.

(2022b).1 All 6 disks with substructure show at least one gap-ring pair (or plateau) interior to 45

au. BP Tau and DO Tau show evidence of plateau features between 23 and 32 au and 5 and 26

au, respectively. The midpoints of these features (27 and 15 au) could correspond to gap center

in future high-resolution data. No gaps are detected interior to 9 au, but the lack of emission in

the core of BP Tau hints at substructure. In general, the dearth of structure in the inner disks

might be expected given the resolution of our observations (⇠15 au at the typical distance to the

Taurus region) and the high optical thickness of many disk cores (Ansdell et al. 2018; Huang

et al. 2018b). In the case of GI Tau, we note that the bump in its visibility profile occurs in the

relatively noisy region beyond 1500 kl and the two reported features may be an artifact of an

overaggressive fit. It is otherwise one of the faintest disks in our 12-disk sample. Feature locations

tend to cluster near the middle of disk continuum emission, but this could be a consequence of

the aforementioned resolution and optical depth constraints at disk center, and the faintness of

disk emission at extended radii. No preferred radial location for substructure features is otherwise

obvious.

1They use the non-parametric Frankenstein code (Jennings et al. 2020) to directly fit the visibil-
ities from all 24 Taurus disks in single star systems. Of the subsample of 12 compact disks that we
reanalyze in this paper, they claim substructure detections in BP Tau and DR Tau consistent with
what we identify here. They also note tentative signs of substructure in DO Tau and V409 Tau.
We report different results for GI Tau and Haro 6-13, but this could be due to an overaggressive fit
of the long baseline data from GI Tau and the shallowness of the feature in Haro 6-13. In general,
their published visibility and radial profiles are similar to what we produce here, especially at the
shorter baselines.
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Disk Feature r0 (au) Width (au) Depth ( Id
Ib

)
BP Tau B12 11.5 11.4 -

D23 22.5 9.33 0.985
B32 31.8 - -
D46 45.9 8.17 ?
B57 57.1 8.38 -

DO Tau D5 5.00 20.6 0.853
B26 25.6 - -

DR Tau D18 18.2 1.71 0.996
B20 20.2 1.83 -
D36 36.2 4.71 0.932
B42 41.7 5.05 -

GI Tau D9 9.47 5.31 0.462
B16 15.8 6.75 -
D29 28.6 2.31 0.875
B32 31.7 3.22 -

Haro 6-13 D16 16.1 3.06 0.965
B20 19.9 3.58 -

V409 Tau D19 19.3 6.59 0.850
B27 27.2 7.86 -

Table 3.1: Characteristics of Identified Substructures. Notes: r0 represents the radial distance from
disk center. No depth measurement is provided for D46 of BP Tau as the intensity at gap center is
suspiciously low and the gap-ring pair itself may be an artifact of fitting noisy data at long baselines
(see Jennings et al. 2022b for a discussion).

With the exception of the standalone ring at 12 au in BP Tau, all non-plateau features have

widths of 1 to 8 au (see Table 3.1). There is no clear correlation between feature location and

width, but all features outside of 15 au (equivalent to the resolution limit) have width to radial

location ratios between 0.08 and 0.43. This is roughly consistent with what has been observed in

other samples (e.g., Huang et al. 2018b). All but a single gap have listed depths greater than or

equal to 0.85 (i.e., intensity contrasts between adjacent gaps and rings of 15% or less). On average,

these are shallower than the gaps reported in Long et al. (2018a) and Huang et al. (2018b), which

could explain why they were overlooked. As implicated before, the gap-ring pair of GI Tau which
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shows an intensity contrast in excess of 15% may be the result of a tenuous fit. The wide (and

noisy) bump at long baselines within its deprojected visibility profile could instead be fit with a

sharp power law (see Figure 11 of Long et al. 2019).

No robust features are detected in the other six disks of the sample (see right-hand columns of

Figure 3.1). While these smooth disks are on average both fainter and more compact than those

with substructure, they do begin to occupy the same parameter space, which begs the question of

what else could separate these two populations. Any hidden substructure, especially in the outer

disks, might be hard to identify given their meager total disk fluxes (see Long et al. 2019). It’s

notable that the brightest of these six smooth disks, DQ Tau, has a deviation from a smooth curve

visible around 15 au, but this deviation does not meet the -0.05 slope criteria established previously

for plateau features.

In Appendix Figure 3.15, we also present the radial profiles of 12 disks with previously iden-

tified substructures in Long et al. (2018a) using our fitting routine. Since these disks generally

have more features in the visibility planes, their radial profiles can have very deep gaps below

the sensitivity limit of any state-of-the-art observations. Thus, we make a cutoff at 1012 mJy/Sr,

the sensitivity limit for the DSHARP observations (Andrews et al. 2018b). Emissions below this

value is taken as this cutoff value. Their corresponding substructures are listed in Table 3.4 in the

Appendix. Overall, we find these profiles are similar to those in Long et al. (2018a), but with more

substructures in the inner disks. With our routine, some of the gaps at the outer disks disappear

due to the weak emissions. More details can be found in the Appendix.
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3.4.4 Comparison of Compact and Extended Disks

We compare our results of the 24 Taurus disks (Long et al. 2018a) and the 18 disks in the DSHARP

sample (Andrews et al. 2018b; Huang et al. 2018b). We do not include substructures identified in

the relatively small number of additional disks observed at (generally) lower spatial resolutions

(see Table 5 of Huang et al. 2018b for a partial listing).

We classify disks with Reff,90% (the radius which encloses 90% of total disk continuum flux)

less than 50 au as compact and disks with Reff,90% greater than or equal to 50 au as extended. This

cutoff is motivated by the finding in Long et al. (2019) that all Taurus disks with Reff,95% � 55

au show detectable substructure, and similar cutoff choices in the literature (e.g., van der Marel

& Mulders 2021; Jennings et al. 2022b). The average effective radius of our 14 (2 in Long et al.

2018a, and 12 in Long et al. 2019) compact disks is ⇠ 33 au.

Substructures are detected in 12 of 18 compact disks, and all 24 extended disks (following

the results of Long et al. 2018a and Huang et al. 2018b), in single star systems.2 Our detection

of substructure in six compact Taurus disks at least doubles the number of compact disks with

claimed detections in the literature (e.g., González-Ruilova et al. 2020; Kurtovic et al. 2021), and

allows for a more robust initial comparison of substructure in small and large disks.

We present the disk luminosity-radius relationships for the DSHARP and full Taurus samples in

Figure 3.2. We scale luminosities as Fn(d/140)2 to a standard distance of 140 pc, with Fn denoting

2Smooth compact disks: HO Tau, HP Tau, DQ Tau, V836 Tau, GK Tau and HQ Tau

Compact disks with substructure: WSB 52, DoAr 33, SR 4, HD 142666, FT Tau, IP Tau,
DO Tau, V409 Tau, DR Tau, Haro 6-13, BP Tau and GI Tau

Extended disks: GW Lup, DoAr 25, Sz 114, IM Lup, Sz 129, HD 143006, Elias 24, RU
Lup, WaOph 6, AS 209, HD 163296, MY Lup, Elias 20, Elias 27, UZ Tau, DS Tau, MWC 480, RY
Tau, GO Tau, IQ Tau, DN Tau, CI Tau, DL Tau and CIDA 9

92



the total flux from the disk at ⇠1.3 mm. Scaled luminosities and effective radii from the samples

generally follow the scaling relationship observed by Andrews et al. (2018c) in their large sample

of nearby protoplanetary disks, with the caveat that those observations were taken at a wavelength

of 870 µm. Our six disks with identified substructure begin to occupy the same parameter space

probed by Long et al. (2020a) in their analysis of the compact GQ Lup disk. While our six disks

without identified substructure are on average ⇠50% fainter and ⇠30% more compact than their

non-smooth counterparts, three of them (DQ Tau, HO Tau and V836 Tau) occupy positions on the

luminosity-size plot where substructures have been detected in similar disks. The discrepancy then

is mainly driven by just three extra faint and/or compact disks: HP Tau, GK Tau and HQ Tau. We

again note that the emission profile of DQ Tau (as seen in Figure 3.1) does present a deviation from

a smooth profile that was very nearly classified as a plateau feature following the classification of

Section 3.4.2. Additional disk substructures very likely exist, but do not lend themselves to easy

detection because they are too narrow to be resolved, or are present in the extreme inner or outer

disk.

We do not apply our model-fitting approach to the sample of eight smooth disks in multiple

star systems from Long et al. (2019), but their sizes and luminosities broadly overlap those of the

six smooth disks in single star systems. No substructures are detected in disks with Reff,90% less

than 23 au or continuum luminosities below 12 mJy. This underlines the need for better spatial

resolution observations of the faintest and most compact disks, with the caveat that those disks

may simply be void of substructure.

We display the incidence and location of gaps and rings among the compact and extended

samples in the histograms of Figure 3.3. The locations of the gaps and rings in 12 extended disks

studied by Long et al. (2018a) are updated with results of our visibility fitting (listed Table 3.4).
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Gap locations peak between 15 and 20 au in the compact case and taper off out to ⇠55 au. The

detection of gaps (and rings) past 50 au is possible because emission extends beyond the effective

radius threshold of 90% that we use in our determination of a compact disk. Ring locations peak

near 20 au and follow much the same trajectory as the gaps.

Considering the extended case, gap locations peak near 40 au and exhibit a slow decline out to

⇠145 au. Ring incidence peaks near 30 au, and declines in a similar trend. In general, substructure

is identified out to large relative separations in both compact and extended disks and does not

strongly cluster around any one location. Furthermore, what we describe as a peak is likely an

exaggeration of the true distribution given the increased difficulty of detecting features near disk

center (high optical depths, smaller characteristic sizes) and in the faint outer regions, and also

the rarity of very large disks. The apparent decline is also a function of plotting so many disks

together. Some disks have smaller effective radii than others in the same category (compact or

extended) and cannot therefore have substructure at the most distant separations plotted (Huang

et al. 2018b). This is highlighted by the fact that every disk with identified substructure in our

sample has at least one feature near, at or beyond its calculated effective radius. Such a finding

is perhaps not surprising if we invoke substructure as a necessary condition to stop the fast radial

drift of disk solids predicted under the assumption of a smooth gas disk (e.g., Whipple 1972;

Weidenschilling 1997). Ultimately, substructure may be a common occurrence at all radii in both

compact and extended disks.

We compare gap widths and depths for compact and extended disks in the combined plots of

Figure 3.4. We exclude the four inner disk cavities of Long et al. (2018a) without defined gap

locations, and all plateau features identified in the DSHARP sample and this paper. The widths

and depths of these plateau features are either not calculated, or calculated differently than the
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other features. This leaves 11 gaps in the compact disks and 48 gaps in the extended disks for

analysis.

All the gaps in compact disks span widths of less than 10 au, values near the resolution limits

of the observations. Huang et al. (2018b) note that beam effects near the resolution limit will

generally deflate the measurement of gap widths, and we might therefore expect that our reported

widths are an underestimate. Still, gap widths much larger than 10 au would begin to exceed the

effective radii of the smallest disks and would be a counterintuitive result in a compact disk. Gap

widths in the extended case are more varied, with several exceeding 20 au, but the majority are

smaller than 15 au. In both cases, narrow widths cluster in the inner 50 to 60 au. No obvious

correlation of gap width and location otherwise exists.

The story is much the same with gap depths. The majority of gaps are shallow, with gap-

ring intensity variations below 30%, especially interior to 60 au. It is tempting to link wider and

deeper gaps at large radii in the extended disks to a more massive planet population (more massive

planets carve out larger gaps under the assumption of planet-disk interaction), but this relationship

largely disappears after correcting gap width to gap location (Figure 3.5), a better indicator of

planet mass (Kanagawa et al. 2016b; Zhang et al. 2018c). It is worth mentioning that gap widths

are on average smaller when the gaps are between 20-50 au, except two very large ones. Wide

gaps are more clustered between 10-20 au and 50-80 au. Since planet masses are inferred from

the gap width, the paucity of giant planets between 30-50 au can be found in all following planet

population figures. We extend this discussion in Section 3.6.1. We also note that the uncertainties

are larger in the inner disk where low-mass planets with shallow gaps are especially difficult to

study.
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3.5 Planet-Disk Interactions:

Detection Limit

Planet-disk interactions are proposed as one of the major causes of observed disk substructure

(e.g. Rice et al. 2006; Zhu et al. 2012b), and we expect that gap location should coincide with

orbital location of the embedded planet. Additionally, more massive planets will form steeper

pressure gradients within the disk and create larger gap openings than are created by less massive

planets (Fung et al. 2014b; Kanagawa et al. 2015b; Rosotti et al. 2016b; Zhang et al. 2018c).

In order to characterize the sensitivity of our model-fitting approach for detecting substructure

induced by young planets, we combine a series of planet simulations with a sample compact disk.

3.5.1 Use of Planet-Disk Interaction Models

We adopt dust surface brightness distributions from the planet-disk interaction models of Zhang

et al. (2018c). These 2D simulations include both gas and dust components, and were originally

used to explore possible planet properties inferred from substructures identified in the sample of

DSHARP disks (see Huang et al. 2018b) under the planet-disk interaction hypothesis. At the

radius of the planet, we select a disk aspect ratio (h/r) of 0.05, the amax = 0.1 mm (DSD1) dust

size distribution, and a disk surface density of 30 g cm-2 (see Section 2 of Zhang et al. 2018c for

more detail on these parameters). We vary planet mass, distance to host star and the disk viscosity

condition (specifics to follow). Total disk continuum flux at 1.33 mm is set at 50 mJy, a medium

value in our sample of Taurus disks. The mass of the host star is fixed at 1 M�. The disks are

assumed to be face-on.

To produce simulated visibilities, the 2D model FITS images are used as inputs to the Python
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package vis sample3 for fast Fourier transform and resampling of the visibility points at the same

uv coordinates as the observations of the Haro 6-13 disk. We choose Haro 6-13 to generate our

models on the basis of its baseline coverage being typical of our Taurus sample. The simulated

visibilities are then deprojected and analyzed as per the same model-fitting approach outlined in

Section 3.4.1.

We generate 90 model disks by varying planet mass between five values (11 M�, 33 M�, 0.35

MJ , 1 MJ and 3.5 MJ), planet distance to host star from 5 to 30 au in increments of 5 au, and the disk

viscosity condition (a) between 10�4, 10�3 and 10�2. More information can be found in Zhang

et al. (2018c). We vary the planet-star distance between 5 and 30 au in consideration of where

ice and gas giant planets lie within our own solar system, and resolution constraints of our disk

observations. We also place a 11 M� planet at 50 au, as it is a typical radius for potential planets

in extended disks (shown in Figure 3.3). We use different values of the disk viscosity condition

because this value is not well constrained by existing observations of disk phenomena (e.g., Pinte

et al. 2016b; Rafikov 2017; Flaherty et al. 2018b; Trapman et al. 2020), especially for compact

disks. We do not vary the disk aspect ratio, but note that higher values will open gaps that are

shallower and wider than in the 0.05 case (Zhang et al. 2018c). Our goal is to simulate “average”

conditions at the radii of our embedded planets.

Deprojected visibility profiles for three planet-star distances of the Mp = 0.35 MJ and a =

10�3 case are shown in the left-hand column of Figure 3.6. From the deprojected profiles, we

produce a best-fit visibility model and use it to derive a radial intensity profile for each disk. Best-

fit models for these three median cases are produced with multiple Gaussians initiating the MPFIT

routine. As planet mass increases, the tendency is for more and larger bumps in the visibility

3https://github.com/AstroChem/vis sample
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profile, necessitating more Gaussians to initiate the fitting routine.

In order to classify gap-ring pairs near the locations of our inserted planets as detections or not,

we borrow the 1
Iv(r)

dIv(r)
dr test employed previously to identify plateau features. However, we now

demand that the slope exceeds 0 instead of -0.05 (i.e., there must be a radial increase of intensity

within the bounds of the gap-ring pair), since we want to focus on gaps and rings, but not plateaus.

Gaps and rings are easier to infer planet masses from.

3.5.2 Results from the Simulations

We show the results from the model disks for each viscosity condition in the heat maps of Figure

3.7. We assume planets within the detection zone have 100% percent possibility of detection and

0% out of the detection zone. For the a = 10�2 case, our model-fitting approach detects Jupiter-

mass planets at separations of 15 au or greater from their host stars. Sensitivity improves to 10 au

for a multiple Jupiter-mass planet. This mass-radius regime lies at the lower end of what is cur-

rently detectable with direct imaging techniques (e.g., Macintosh et al. 2015; Nielsen et al. 2019),

and the upper end of what is detectable with the radial velocity technique.4 Sensitivity extends

down to Uranus- and Neptune-mass planets at separations of 20 to 30 au for the low viscosity

condition (a = 10�4). This is roughly consistent with the semi-major axes of Uranus and Neptune

(19 and 30 au, respectively) in our own solar system, and suggests that such planets are detectable

in existing observations of protoplanetary disks by model fitting directly in the visibility domain

4See NASA Exoplanet Archive for an up-to-date mass-period plot. We note that direct imaging
techniques are insensitive to planets close to their host stars because of insufficient contrast. Mean-
while, planets at far separations do not create sufficient wobble in their host stars to be detected
by the radial velocity technique. Their long periods also present a challenge to relatively short
duration observations.
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(assuming proper disk conditions). It also overlaps many of the planet masses and separations that

we detect in the medium viscosity case (a = 10�3), indicating that the sensitivity of this approach

is broadly similar under conditions of low and medium disk viscosity. Moreover, this mass-radius

parameter space is not covered by existing exoplanet detection techniques and reinforces the anal-

ysis of disk substructure, under the planet-disk interaction hypothesis, as a complement to mature

exoplanet surveys for gaining a better understanding of planetary system architectures (Andrews

2020).

For planets simulated at 5 au, model fitting was very sensitive to the number of Gaussians em-

ployed in the fitting routine and produced non-physical peaks and valleys in many of the derived

radial intensity profiles. This confused our detection test and we ultimately decided to exclude

planet simulations at 5 au from consideration. Defaulting to a single Gaussian fit invariably pro-

duced radial intensity plots without obvious substructure. Higher resolution observations could

help uncover such planets in future model-fitting campaigns.

In general terms, model fitting is most sensitive to massive planets at large relative separations.

Detection is aided by conditions of low or medium disk viscosity. Although not shown here, we

also recover the gaps carved by a 11 M� planet at 50 au for a = 10�3 and 10�4. Since the 11 M�

planet is marginally detectable, we expect that Super-Earths below that mass may be difficult to be

detected with the existing observations.

3.6 Young Planet Population

The Taurus survey (Long et al. 2018a; 2019) is an ideal sample to study the potential young

planet population since it samples a full range of disk types around solar-mass stars with spectral
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type earlier than M3. The young planet population inferred is less biased than the DSHARP

(Andrews et al. 2018b) and ODISEA (Cieza et al. 2021a) surveys, where bright and large disks

were preferentially selected. In this section we derive a population of young planet masses using

the gap width in the Taurus sample.

Gap Width and Planet Mass. We use the gap width normalized by the gap outer edge5 (D)

to infer potential young planet masses, as it is less prone to variation due to sensitivity than the

gap depth (e.g., Kanagawa et al. 2016b; Zhang et al. 2018c; Lodato et al. 2019a; Auddy & Lin

2020a). Generally speaking, the gap width is positively correlated with the planet mass. However,

this relation can be complicated by the disk’s gas and dust components. A stronger gas viscosity

a makes the gap narrower. The dust-gas coupling is determined by the Stokes number, St, which

is proportional to the dust size, amax over the gas surface density. The coupling is stronger when St

⌧ 1, and the gap is narrower; whereas when St ⇠ 1, the dust drifts the fastest in the gas, so the gap

can be much wider. Zhang et al. (2018c) measure this empirical relation between gap width and

planet mass, under different viscosities and St. Then with the assumption of the disk parameters,

we can infer the planet mass from the gap width.

3.6.1 Planet Population

In Figure 3.8, we place potential planets derived from the Taurus survey on a planet mass-semi-

major axis diagram, along with Solar System planets and confirmed exoplanets (from the NASA

Exoplanet Archive (2022) as of April 12), in the same way as Figure 20 in Zhang et al. (2018c).

They are derived using the gap width, local dust surface density and an assumption of maximum

5We will just use “gap width” hereafter.
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grain size (amax) and disk viscosity (a) (Zhang et al. 2018c; 2022). We plot the masses assuming

amax = 0.1 mm and a = 10�3. We have to assume these disk parameters since we do not have

strong constraints on these parameters. Different assumptions of maximum grain size and disk

viscosity would result in systematically different planet masses (an increase of disk viscosity, the

dominant uncertainty, by a factor of ten would result in a planet calculated to be twice as massive).

We also assume the planet is at the gap location. To be consistent with our injection-recovery

study in Section 3.5 (Figure 3.7), we exclude any planet below the detection limit. We also remove

the planet for DL Tau at 66 au, since it can be the secondary gap carved by a single planet at 95

au, similar to the case in AS 209 (Guzmán et al. 2018; Zhang et al. 2018c). The complete mass

estimation can be found in Table in the Appendix of Zhang et al. (2023a), where we include all

possible planets including those are excluded in the figure. We note that GO Tau D12 and FT Tau

D26 are on the boundary of detection and non-detection zones. We choose to exclude them for the

planet population and occurrence studies. Each disk is labeled with an alphabet representing its

size in ascending order (a - e are compact disks and f - m are extended disks, where GI Tau being

the smallest). The error bar accounts for the uncertainties in the fitting and a range of viscosities

(a from 10�4 to 10�2). We also include the potential young planet population uncovered by the

DSHARP survey using the same method with more transparent circles, also separated into compact

and extended disks, but without alphabetical labels and error bars. We only include gaps with width

ratios (D) > 0.12 in the figure since the uncertainties are too large to infer planet masses from the

narrow gaps. However, we still list their tentative properties in the table. Plateaus (e.g., D5 in DO

Tau) do not have a local minimum, so the method in Zhang et al. (2018c) cannot be applied, and

they are not listed in the table, in line with Figures 3.4 and 3.5. We also do not estimate the planet

masses in the inner cavities of the transition disks in the Taurus sample, as their masses can vary
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throughout a large range or may even host multiple planets (e.g., there are at least two planets in

PDS 70 (Keppler et al. 2018b; Müller et al. 2018a; Wagner et al. 2018a; Haffert et al. 2019a; Isella

et al. 2019b; Christiaens et al. 2019a; Wang et al. 2020a; Hashimoto et al. 2020a)). Compared to

Zhang et al. (2018c), we add the following gaps to the DSHARP sample: D25 of Elias 20, D29 of

RU Lup, D98 of DoAr 25, and D117 of IM Lup, as their gap widths are also > 0.12. Their masses

are inferred using the fitting method, instead of by direct comparison with simulations. Exoplanets

detected by various methods are represented by scatter points of different colors. The distribution

of planets from the Taurus survey is similar to the distribution from the DSHARP survey.

Interestingly, the giant planets (> 0.1 MJ) between 20-50 au are fewer compared to smaller and

larger separations. As planet masses are inferred from gap widths, this echoes our finding in Figure

3.4, where wide gaps are rarer between 20-50 au. Since the definition of the gap width (D) used to

calculate planet mass is slightly different from the one in Figure 3.4 (normalized by the outer gap

edge instead of the gap location), we remake the gap width-gap location plot in Figure 3.9’s top

panel. It is similar to Figure 3.8 and also to Figure 3.4 except the x-axis is shown in log-scale. We

mark the region with fewer wide gaps in ellipse and question mark. Additionally, this dearth of

wide gaps is even more evident if we use the effective radius Reff,90% as the x-axis (bottom panel

of Figure 3.9). For Reff,90% between 30-90 au, most of the gap widths are below 0.2.

More disk surveys of high angular resolution observations are needed to test out whether this

void of wide gaps for intermediate sized disks (or gaps with intermediate separations) are statisti-

cally significant. If they are, it indicates that gaps at the inner and outer disks may be affected by

different physical processes (e.g. different planet formation or evolution mechanisms).

In Figure 3.10, we expand on the analysis by counting potential planets in mass-location bins
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among compact and extended disks in the Taurus survey.6 The y-axes are the planet-star mass ratios

in units of Jupiter mass over solar mass. We choose to present the planet-star mass ratio instead

of the absolute planet mass since it directly reflects the observable, gap width. Another advantage

of using the mass ratio is that we can directly compare our results with those from microlensing

surveys. The gap locations are binned with edges at 8, 16, 32, 64, and 128 au, uniformly on a

logarithmic scale. The planet masses are binned from 10�2 MJ to 100 MJ , with each bin spanning

one decade in mass. The choice of bin sizes is arbitrary but able to cover all potential planets. The

lower-left hatched region is the detection limit of our observations and model-fitting approach as

summarized in Figure 3.7.

In panels (a) and (b), we count the number of planets in the cell (indicated in the lower-left

corner of each cell) and divide by the total number of the compact or extended disks in the Taurus

subsample of 24 disks in single star systems. If the count is zero, the cell is empty. Both categories

have most of their planets at the disk’s outer edges (20 to 30 au for the compact disks and 30 to 80

au for the extended disks). Since the planet location is assumed to be at the gap center, the planet

location distribution is essentially the gap incidence distribution in Figure 3.3 with shallow gaps

(D <0.12) or low-mass planets below the detection limit removed. The most populated cell among

compact disks is ([0.1, 1] MJ , [16, 32] au); the most populated cell among extended disks is ([0.01,

0.1] MJ , [32, 64] au).

3.7 Young Planet Occurrence

With the young planet population, we calculate the planet occurrence rates on the planet-mass-

semi-major-axis diagram. These occurrence rates are tentative due to the small sample sizes and

6For simplicity, we use Mp to represent Mp/M⇤ when we discuss Figures 3.10 and 3.11.
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several possible biases that are difficult to quantify. Still, they can be improved by future surveys

with larger sample size and more homogeneous sample selections. We also include the DSHARP

sample for comparison, but their biases are even larger. We introduce two kinds of occurrence rates

with different assumptions in Section 3.7.1, and list possible biases that affect the results in Section

3.7.2. For the large differences in biases between Taurus and DSHARP samples, we calculate their

occurrence rates separately. Then we present results and compare them with current exoplanet

statistics in Sections 3.7.3 and 3.7.4.

An earlier work by van der Marel & Mulders (2021) calculated the occurrence rates of struc-

tured disks under different stellar masses using all known Class II disk surveys. With the assump-

tion that all extended disks are structured and that all disks with substructures are due to giant

planets, they found that current exoplanet demographics can account for all of the disk substruc-

tures. While van der Marel & Mulders (2021) had a much larger disk sample size, the purpose of

our exercise is to directly calculate the planet occurrence rates on the planet-mass-semi-major-axis

diagram as exoplanet statistics, with planet masses ranging from sub-Neptunes to giant planets,

and semi-major axis ranging from 8 au to 128 au.

3.7.1 Two Types of Occurrence Rates

In Figure 3.11, we use two different ways to correct for the bias and derive the planet occurrence

rates for the Taurus and DSHARP samples (a version showing absolute planet masses is in the

Appendix Figure 3.14.).

We first use a simple way to calculate the occurrence rates (panels a and c), that is npl,cell/ntot ,

where npl,cell is the number of planets in a cell, and ntot is the total number of disks in a sample.
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This is based on the assumptions that (a) all planets form in the dusty disk; (b) whenever they are

massive enough, they open gaps; (c) each gap detected corresponds to a planet in a disk; and (d)

all planets have been detected. We denote this occurrence as “simple occurrence”.

The second kind of occurrence rate is the weighted planet occurrence rate (panels b and d).

fcell =
npl,cell

Â
j=1

1
n⇤, j

, (3.5)

where n⇤, j is the number of disks with radii larger than the radius of the gap and with radii of

the inner cavity smaller than the radius of the gap, and j goes over every potential planet in a

cell. We use Reff,90% as the disk radius (if we use Reff,68% some substructures in the outer disk

will be larger than the disk radius itself). We use the innermost ring’s location as the cavity size.

One assumption of the weighted rate (a) is that there are planets in the outer disk outside of the

dusty disk (e.g., kinematic planets, Disk Dynamics Collaboration et al. 2020, or planets below

the sensitivity limit, Ilee et al. 2022). Since we cannot detect them, we need to account for these

missing planets. Similarly, we also assume planets can be within the cavity where our gap width

fitting method cannot be used. The second assumption is that (b) the planet’s spatial distribution

is independent of the disk size distribution and the cavity size distribution. Each detected planet

will be corrected by (i.e., divided by) the fraction of disks larger than the planet location, and the

fraction of disks with cavity sizes smaller than the planet location. We denote this occurrence as

“weighted occurrence”, which is typically larger than the simple occurrence.

We focus on the planet occurrence only at the Class II disk stage. In both types of occurrence

rates, we assume that all stars should experience Class II disk stage. We also assume that the

sample selection among the Taurus star-forming region is uniform among Class II disks.
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3.7.2 Possible Sources of Biases

The young planet population is deduced with the assumption that all substructures are due to the

planet. In this sense, these occurrence rates can be treated as upper limits, as other mechanisms can

also possibly explain these substructures. Between two types of occurrences, simple occurrence

is less than the weighted occurrence since it neglects planets in the disk’s inner cavity and regions

beyond the detected dusty disk.

Detection Bias

For the Taurus sample, we correct the observation completeness using the test results from Figure

3.7, assuming a = 10�3. As Figure 3.7 shows, disk viscosity, planet mass, and planet location

can affect the detectability. Other than these factors, disk inclination, observation configuration,

stellar luminosity, disk scale height, disk gas and dust surface density, and dust size also affect

the detectability. The probability of detection is likely to be around 100% for wide separation,

high mass planets, and lower closer to the detection zone boundary. This means the biases of our

results are higher for close separation, low mass planets. Ideally, similar to the radial velocity

(RV) (Mayor et al. 2011) and transit surveys (Howard et al. 2012), we could perform an injection-

recovery study by varying all possible disk parameters and planet masses for a particular disk and

use the specific ALMA observation configuration to simulate the synthetic observations. Then we

do the parametric fitting for the suite of models to retrieve radial profiles. Finally, we calculate the

possibility of the detection and factor that into the occurrence rate. We choose not to include this

analysis in the current work due to our small sample size already teeming with large uncertainties.

This process can be considered when we have a larger sample in the future.
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For the DSHARP sample, we do not perform the parametric fitting since the DSHARP disks

have much higher angular resolutions. We use the radial profiles from Andrews et al. (2018b);

Huang et al. (2018b) produced through standard tclean task. These radial profiles have similar

resolutions to those derived from our parametric fitting among Taurus disks. As indicated by

Jennings et al. (2022a), using super-resolution fitting barely increase the prominent substructures

among this sample.

Selection Bias

The Taurus sample’s disks are around stars of spectral type earlier than M3 (Long et al. 2019). It

excluded known binaries with separations between 0”.1 and 0”.5. It also excluded sources with

high extinction or faint optical/near-IR emissions to avoid edge-on disks and embedded objects.

These selections led to the missing of some low-mass disks. However, many of these low-mass

disks are around close binaries. For them, the small size of the disk is due to tidal truncation. It is

still possible that some of the low-mass disks are Class II disks around single stars. Unfortunately,

it is difficult to quantify what fraction of the low-mass disks should have been counted as Class

II disks around single stars. Since we do not make any correction for this fraction, we implicitly

assume all the disks excluded are not Class II disks around single stars. The other possible large

bias is that this sample selection excluded disks with existing high-resolution data, and these disks

are most likely large and bright. This bias is also difficult to quantify. Although the Taurus sample

is much more uniform than the DSHARP sample, it still biases towards disks with intermediate

sizes and fluxes.

Quantifying the biases in the DSHARP sample is even more difficult. As the survey aimed to

obtain as many substructures as possible (Andrews et al. 2018b), bright full disks were selected and
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transition disks were avoided. The sample is also a combination of disks from several star-forming

regions, so one would need to consider biases in each star-forming region’s database on SED and

mm dust continuum emissions that come into the sample selection.

The stellar masses in our samples range from 0.3 M� to 2 M� for Taurus and DSHARP sam-

ples. While the stellar mass is quite uniformly spaced within the mass range at least for the Taurus

sample, the large span of the masses and the small number of disks can lead to large uncertainties if

the occurrence rate is strongly dependent on the stellar mass. We note that the RV studies (Mayor

et al. 2011; Fernandes et al. 2019; Fulton et al. 2021) and the Kepler survey (Thompson et al. 2018)

have much more controlled sample selection so the biases can be formally corrected. For example,

the Kepler sample has stellar mass centered on 1.0 M� with a standard deviation of 0.3 M� (Huber

et al. 2017).

Other Assumption

The calculated occurrence rates are the occurrence rates of young planets in systems with proto-

planetary disks (Class II systems). We can also translate these occurrence rates to the lower limit

of the young planet occurrence rates in the whole star forming region (including Class III disks)

by multiplying the rates with the disk fraction F (e.g., Mulders et al. 2021). This approach intrin-

sically assumes that stars without disks do not have planets, which is why it is a lower limit. F is

strongly dependent on the age of the star-forming region. For example, Ribas et al. (2014) (Table

4 therein) provide these fractions from mid-infrared observations between 22-24 µm in several

star-forming regions (F=58% for Taurus; 43% for Lupus; 51% for Ophiuchus; 22% for Upper

Sco).
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3.7.3 Occurrence Rate

With all the caveats in mind, we can discuss the results. Aside from the occurrence rate in each

grid, Figure 3.11 also shows the marginalized occurrence rates along gap locations and planet

masses on the sides of the histogram. The simple occurrence rate for the Taurus sample peaks

at region between 30-50 au, whereas the occurrene rates increases all the way beyond 100 au for

the DSHARP sample. This can be due to the larger disk sizes in DSHARP sample. The planet

occurrence rate decreases with increasing planet masses. The Taurus sample has a peak between

0.1-1 MJ , whereas the DSHARP sample has the largest occurrence rate between 0.01-0.1 MJ .

This difference can be due to the higher detection limit for the Taurus sample. It can also due to

the fact that stellar masses in the Taurus sample are on average lower than those in the DSHARP

sample (see Table 1 in Long et al. 2019 and Table 1 in Andrews et al. 2018b). Lower mass stars

can have thicker disks (due to lower gravity), and thus have higher minimum gap-opening planet

masses at a given location (Sinclair et al. 2020). When adopting the weighted occurrence rate, the

difference between two samples are smaller. Both of them have higher planet occurrence rates at

the larger radii, and at or below a fraction of MJ . Owning to the small samples, the differences

between two samples are not significant. By performing the two-sample Kolmogorov-Smirnov

(KS) test using the ks 2samp task in the PYTHON SCIPY package (Jones et al. 2001–), we

confirm that the marginalized occurrence distributions are indistinguishable between Taurus and

DSHARP samples for both location and mass distributions (p = 0.77 for simple occurrence and

p = 1.0 for weighted occurrence). That both samples’ occurrence rates peak at a planet-star mass

ratio near the Neptune-Sun mass ratio is consistent with results from microlensing surveys (Suzuki

et al. 2016a).
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Tentatively, we can also compare the Taurus and DSHARP planet occurrence rates with direct

imaging, microlensing and radial velocity (RV) surveys. We report the occurrence rates binned

either in planet masses or planet-star mass ratios depending on what is used in the previous litera-

ture.

To estimate the uncertainty of the rates, we assume the number of planets within a given range

follows a binomial distribution (Howard et al. 2012). They are drawn from an effective total

number of stars (i.e., n⇤,e f f ,cell = npl,cell/ fcell). For the simple occurrence rate, n⇤,e f f ,cell is just the

total number of disks in a survey. For the weighted occurrence rate, it is the effective (average)

number of disks, which is less than or equal to the total number of disks. The quoted ±1s are at

the 15.9 and 84.1 percentile levels in the cumulative distribution function.

Direct Imaging

The occurrence rate for wide orbit (> 10 au) giant planets (⇠5 to 13 MJ) from the direct imaging

method is believed to be around 1% (Bowler & Nielsen 2018b), with some studies suggesting it

could be as high as 5 to 10% (Meshkat et al. 2017b; Nielsen et al. 2019). Here both samples have

one planet as such, which give occurrence rates of 4 to 6% (the simple and weighted occurrence

rates are 4.2±4.2% and 5.0±5.0% for the Taurus sample, and 5.6±5.6% and 5.6±5.6% for the

DSHARP sample, respectively), consistent with the direct imaging surveys.

Microlensing

Most of our parameter space (orbits > 20 au and planet masses between sub-Neptune to Jupiter

mass) is unique to the disk and cannot yet be probed by other detection methods, but substruc-

tures at ⇠10 au start to overlap with planet locations from microlensing surveys. We compare
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our occurrence rates per decade in planet-star mass ratio (q) and separation with values from the

microlensing survey of Suzuki et al. (2016a). First, we count our planets from all locations. Since

these disk substructure locations span a little more than a decade (from 8 to 128 au), we divide

our marginalized values (in Figure 3.11) by 1.2 to be consistent with their definition. The simple

and weighted occurrence rates for the Taurus and DSHARP samples are summarized in Table 3.2.

Suzuki et al. (2016a) find the peak of the occurrence rate at q = 1.7⇥10�4 (or 0.18 MJ/M�, 3.3

MNep/M�) to be 61+21
�16%. It is similar to our highest weighted occurrence values for both samples,

but we do not have enough resolution to compare at a specific narrow mass bin. Their median

occurrence rate between 0.01 and 0.1 MJ/M� is around 20%, which is consistent with our simple

occurrence rates in both samples. Their median occurrence rate between 0.1 and 1 MJ/M� is also

around 20%. Our simple occurrence rates are also consistent with the result, whereas the weighted

occurrence rates are much higher. To compare with the parameter space that overlaps microlensing

surveys, we also calculate the occurrence rates between 8 and 16 au, normalized as per logarith-

mic radius. For planet mass ratios from 0.1 to 1 MJ/M�, occurrence rates are 41.5±27.7% for

simple occurrence (48.2±31.6% for weighted occurrence) for the Taurus sample and 36.9±18.5%

for simple occurrence (38.0±19.5% for weighted occurrence) for the DSHARP sample. These are

higher than the microlensing results, but consistent within 1s . For planet mass ratios from 1 to 10

MJ/M�, rates are 13.8±13.8% for simple occurrence (17.5±17.5% for weighted occurrence) for

the Taurus sample and 36.9±18.5% for simple occurrence (38.0±19.5% for weighted occurrence)

for the DSHARP sample, higher than those in the microlensing survey.

Poleski et al. (2021) calculate the occurrence rate for ice giants (planets with orbits from 5 to

15 au and mass ratios from 0.01 to 3.3 MJ/M�) to be 1.4+0.9
�0.6 per microlensing star, 2.4s higher

than what was found in Suzuki et al. (2016a). Our occurrence rates estimated from substructures
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Mass Ratio Survey Simple Weighted
(MJ/M�) Occurrence Occurrence
[0.01, 0.1) Taurus 17.4±8.3% 40.7±20.0%
[0.01, 0.1) DSHARP 27.8±11.1% 57.9+22.2

�11.1%
[0.1, 1) Taurus 27.8±8.3% 52.4±15.4%
[0.1, 1) DSHARP 23.1±11.1% 37.7±18.2%
[1, 10) Taurus 10.4±8.3% 22.1+9.1

�18.2%
[1, 10) DSHARP 18.5±11.1% 22.0±13.3%

[10, 100) Taurus 3.5±3.5% 4.2±4.2%
[10, 100) DSHARP 4.6±4.6% 4.6±4.6%

Table 3.2: Planet Occurrence Rates for Taurus and DSHARP Sample.

beyond 8 au are lower. The simple (and weighted) occurrences are 12.5±8.3% (15.0±10.0%) for

the Taurus survey and 16.7±11.1% (17.3+5.9
�11.8%) for the DSHARP survey, much lower than what

is found in Poleski et al. (2021). On the other hand, Neptune-mass planets within 15 au might still

be hidden under the detection limits.

Radial Velocity (RV)

Fernandes et al. (2019) indicate that the occurrence rate of giant planets (masses between 0.1 to 20

MJ and 0.1 to 100 au from their host stars) is 26.6%, using a fitting with a broken power law and

a turnover at the snowline on existing data within several astronomical units. Fulton et al. (2021)

corroborate the broken power-law with 2s significance but found a shallower decline beyond the

snowline. Fernandes et al. (2019) infer that the disk substructure occurrence rate is much higher

than that, so only part of the substructure can be due to planets. We calculate the simple and

weighted occurrences to be 50±8.3% and 94.4±7.7% for the Taurus survey and 55.6±11.1% and

79.7+15.4
�7.7 % for the DSHARP survey. These are higher than the extrapolated value in Fernandes

et al. (2019). However, the simple occurrence for the Taurus sample is still consistent with their
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value within 3s . As such, the hypothesis that all gaps are due to planets cannot be ruled out solely

based on their extrapolated occurrence rate. Other than non-planet origins for disk gaps, the slight

discrepancy can be explained if the decrease in occurrence rate beyond snowlines cannot be ex-

trapolated, or that these samples are somehow biased toward higher substructure occurrence rates.

Perhaps it is also possible that the young planet population is very different from the mature pop-

ulation, as young planets will continue to grow and migrate (Nayakshin et al. 2022). To compare

directly with current exoplanet statistics, these samples could be used as an initial condition for

population synthesis studies to evolve them to a mature stage (Wang et al. 2022).

3.7.4 Occurrence for Different Stellar Types

The dependency between planet occurrence and stellar mass can also be tested using planets in-

ferred from disk gaps. In Figure 3.12, we separate the Taurus (top panels) and DSHARP (bottom

panels) samples into three stellar mass regimes: M dwarfs (0.1 M� < M⇤  0.5 M�), Sun-like

stars (0.5 M� < M⇤  1 M�) and massive stars (M ⇤ > 1 M�). The y-axis is the absolute planet

mass in Jupiter mass. We only calculate the simple occurrence rates, which are the number of plan-

ets in a cell divided by the number of disks within the given mass range (marked as ndisks). There

are five transition disks in the Taurus survey that could also affect the occurrence rates. However,

since their masses, locations and numbers are all uncertain, we only mark them using arrows in

the figure and choose not to include them in the calculations of the occurrence rates. The upper

limit of the planet location is taken as the outer ring of the cavity, whereas the lower limit of their

planet masses is set at 1 MJ . With our calculated occurrence rates, we can compare the Taurus and

DSHARP samples to trends found in exoplanet surveys.
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While the stellar mass dependence from Kepler is mainly for sub-Neptunes within 1 au, we

can test out their trends for our samples on much larger separations. From the Kepler survey, sub-

Neptune exoplanets are more common around low-mass stars (Howard et al. 2012; Mulders 2018).

Their occurrence rate around M stars is a factor of 2 to 4 higher than their occurrence rate around

FGK stars (Mulders et al. 2015; Gaidos et al. 2016). Our results show that the occurrence rates

for sub-Neptune planets around M dwarfs, Sun-like stars and massive stars are 14.3%±14.3%,

27.3±9.1% and 16.7±16.7% for the Taurus sample, and 50.0±25.0%, 22.2±11.1% and 0% for

the DSHARP sample. For the DSHARP survey, the factor of ⇠2 higher occurrence rates around

M dwarfs relative to Sun-like stars is consistent with the Kepler survey. However, we need higher

resolution observations of compact disks to study sub-Neptune planets in the inner disks.

Giant planets occur more frequently around high-mass stars (Johnson et al. 2010), but the de-

pendence is weaker and less statistically significant than the dependence with metallicity (Mulders

2018). A caveat is that the dependence of giant planets with stellar mass includes many planet

below a Jupiter mass (Ghezzi et al. 2018; Fulton et al. 2021). The occurrence rates of planets > 1

MJ among the three mass regimes are 0%, 27.3±9.1% and 16.7%±16.7% for the Taurus sample,

and 0%, 22.2±11.1% and 40.0±20.0% for the DSHARP sample. Direct imaging surveys con-

strain the occurrence rate of planets > 1 MJ and > 10 au separation to be 5.7%+3.8
�2.8 for FGK stars

(Vigan et al. 2017b; 2021). The values calculated here are much higher. Nielsen et al. (2019) find

the occurrence rate for M⇤ > 1.5 M� to be 24+13
�10%, while Vigan et al. (2021) find 23.0+13.5

�9.7 % for

BA stars. Our values are consistent with these results within 1s . Perhaps the most relevant result

comes from the NaCo-ISPY large program, where young planets were searched around 45 young

stars surrounded by protoplanetary disks (Cugno et al. 2023). Most of the stars in the survey have

M⇤ > M�. The occurrence rates for semis-major axis between 20-500 au, and Teff between 600-
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3000 K are 21.2+24.3
�13.6%, 14.8+17.5

�9.6 %, 10.8+12.6
�7.0 % for Rp = 2, 3, 5 RJ . While the masses of these

young planets are difficult to constrain, our occurrence rates are roughly consistent with these

values if both populations have similar planet masses.

3.8 Summary

We reanalyze 1.33 mm ALMA continuum observations of 12 compact disks in the Taurus star-

forming region, initially classified as smooth and featureless in the analysis of Long et al. (2019).

We also reanalyze 12 disks with substructures found Long et al. (2018a). Our approach is to fit their

deprojected visibility profiles directly, which is more sensitive to small-scale disk substructure.

We compare the incidence and characteristics of substructure in the populations of compact and

extended disks within the Taurus sample of 24 disks in single star systems and the high-resolution

DSHARP survey. We then test the sensitivity of these observations and our fitting approach by

analyzing mock observations of substructures created by planet-disk interaction simulations. We

conclude by calculating potential planet masses and occurrence rates and comparing them to the

results of mature exoplanet surveys. Our main findings are as follows:

1. We detect substructure in the continuum emission of 6 out of 12 compact disks in our sample.

This at least doubles the number of compact disks (Reff,90% < 50 au) with known substruc-

ture. Detected substructures are generally shallow and narrow, with widths on order of 5 au.

On average, the 6 smooth disks are both fainter and more compact than the six disks with

identified substructure.

2. No substructures are detected in compact disks with Reff,90% below 23 au or continuum lumi-

nosities below 12 mJy. Assuming such disks are not universally featureless, this highlights
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the need for better spatial resolution observations of the most compact disks.

3. Combining our work with the results from Long et al. (2018a) and the DSHARP survey

(Huang et al. 2018b), we find that substructure is present in two-thirds of compact disks

(Reff,90% < 50 au). Our statistics indicate that the occurrence of substructure peaks near 20 au

for compact disks and 40 au for extended disks, but this could be an artifact of biases against

substructure detection near disk center and in faint outer regions. Substructure is otherwise

present out to large relative radii. There may be no preferred location for substructure in

either compact or extended disks.

4. In the Taurus and DSHARP samples, gap widths and depths are greater in extended disks

than in compact disks, but this discrepancy largely disappears after normalizing gap width

to gap location.

5. Tentatively, we find that fewer wide gaps are located between 20-50 au or found within disks

with Reff,90% between 30-90 au. If all of the gaps are created by planets, this means that

fewer giant planets exist at intermediate separations or in intermediate sized disks.

6. Given the case of low or medium disk viscosity (a  10�3), our fitting approach detects

Neptune-mass planets at separations of 20 to 30 au. This mass-radius parameter space is not

probed by existing exoplanet detection techniques, and suggests that substructure analysis

could be used to improve our understanding of system architectures under the planet-disk

interaction hypothesis.

7. With our newly detected substructures, we infer more potential planets within compact disks

and obtain a more complete view of the young planet population.
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8. We calculate planet occurrence rates for both the Taurus and DSHARP surveys using simple

and weighted methods. Occurrence rates in both samples roughly increase with separation

from the host star, and decrease with planet mass. Planet occurrence is highest for Neptune-

mass planets, and in the outer disks. The values from both samples are consisent within 1s

in each bin.

9. In a large parameter space, our calculated occurrence rates for the Taurus sample broadly

agree with microlensing and direct imaging surveys. For 0.01 MJ/M� . Mp/M⇤ . 0.1

MJ/M�, the rate is 17.4±8.3%, consistent with microlensing surveys. For 0.1 MJ/M� .

Mp/M⇤ . 1 MJ/M�, it is 27.8±8.3%, higher than the results from microlensing surveys

but consistent within 1s . For gas giants more massive than 5 MJ , the occurrence rate is

4.2±4.2%, which is consistent with direct imaging surveys.

3.9 Appendix

Table 3.3 shows the derived disk parameters from Long et al. (2019) that were used in this

work. For example, distance is used to scale to a standard luminosity, disk flux is used to make

parameter space comparisons, effective radius is fundamental in the determination of compact and

extended disks, and inclination and position angle are used in visibility deprojections. Table ??

shows the best-fit parameters in Equation 3.4 and chi-square values for these 12 compact disks.

Figure 3.13 demonstrates that two-Gaussian component models of DO Tau and DQ Tau reduce the

chi-square values by an order of magnitude compared to that of one-Gaussian models. Thus, we

adopt two-Gaussian models for these two disks. The table in the Appendix of Zhang et al. (2023a)

shows the planet masses inferred from all Taurus gaps, including those narrow and/or tentative
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gaps excluded from the figures. Figure 3.14 is a recreation of Figure 3.11, but with absolute planet

masses on the y-axis instead of the planet-star mass ratio.

Figure 3.15 shows the reanalysis of 12 disks with substructures found in Long et al. (2018a),

along with the substructures listed in Table 3.4. Among these 12 disks, DL Tau and FT Tau have

the most gaps and rings within extended and compact disks, respectively. DL Tau has 7 gaps and 7

rings. We note that the spacing of the gaps resembles that of AS 209. Since one planet is possible

to carve out multiple gaps with characteristic spacing when a is low (Zhu et al. 2014b; Bae et al.

2017b; Dong et al. 2017b; 2018c; Bae & Zhu 2018b;d; Zhang et al. 2018c; Miranda & Rafikov

2019a), a planet at 95 au may also explain the secondary gap at 66 au, or even at 47 au (Zhang

et al. 2018c). Thus, we only use one planet to explain the ring at 95 au and the gap at 66 au in the

planet population and occurrence rate calculation. FT Tau has 2 gaps and 2 rings, implying that

compact disks might also be highly substructured if we observe them with a higher resolution.
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Name Distance (pc) Fn (mJy) Reff,90% (au) Inclination (deg) PA (deg)
BP Tau 129 45.15+0.19

�0.14 37.49 38.2+0.5
�0.5 151.1+1.0

�1.0
DO Tau 139 123.76+0.17

�0.27 33.43 27.6+0.3
�0.3 170.0+0.9

�0.9
DQ Tau 197 69.27+0.15

�0.19 37.02 16.1+1.2
�1.2 20.3+4.3

�4.3
DR Tau 195 127.18+0.20

�0.22 48.42 5.4+2.1
�2.6 3.4+8.2

�8.0
GI Tau 130 17.69+0.25

�0.07 23.43 43.8+1.1
�1.1 143.7+1.9

�1.6
GK Tau 129 5.15+0.19

�0.11 11.61 40.2+5.9
�6.2 119.9+8.9

�9.1
Haro 6-13 130 137.10+0.24

�0.21 32.42 41.1+0.3
�0.3 154.2+0.3

�0.3
HO Tau 161 17.72+0.20

�0.17 41.39 55.0+0.8
�0.8 116.3+1.0

�1.0
HP Tau 177 49.33+0.16

�0.15 22.00 18.3+1.2
�1.4 56.5+4.6

�4.3
HQ Tau 158 3.98+0.08

�0.17 31.09 53.8+3.2
�3.2 179.1+3.2

�3.4
V409 Tau 131 20.22+0.12

�0.18 38.84 69.3+0.3
�0.3 44.8+0.5

�0.5
V836 Tau 169 26.24+0.16

�0.12 31.58 43.1+0.8
�0.8 117.6+1.3

�1.3

Table 3.3: Compact Disk Model Parameters. This table is a recreation of Tables 1 and 3 from Long
et al. (2019), with new effective radii calculated from the model intensity profiles produced in this
work. Distance estimates are from Gaia DR2 parallax data (Gaia Collaboration et al. 2016; 2018).
Distances and effective radii are shown without uncertainties as those uncertainties are very small
(1% or less).
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Figure 3.1: Deprojected visibility and radial intensity profiles for the six disks with identified
substructure (a) and the six smooth disks (b) following our fitting approach. Overlaid in blue on
the visibility curves are our best-fit models, which are used to derive the adjacent radial intensity
profiles. Dashed black lines on the radial intensity curves of panel (a) mark gaps, and solid gray
lines mark rings.
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Figure 3.2: Disk continuum luminosity-size relationship for the DSHARP and full Taurus samples.
The dark blue circles represent the subsample of eight smooth disks in multiple star systems from
Long et al. (2019). Our chosen cutoff of 50 au effective radius for compact and extended sources is
marked by a dashed gray line. The solid black line denotes the millimeter scaling relation (scaled
to Reff,90%) observed by Andrews et al. (2018c) in their sample of 105 nearby protoplanetary disks.
The light blue shading represents the 68% confidence interval (plus an additional scatter term) of
that relation.

Figure 3.3: Incidence of gaps and rings in 5 au radial location bins for the compact case (left-hand
panels), and 15 au bins for the extended case (middle panels). Probability density functions (PDFs)
of substructure locations (scaled to match the underlying histograms) are overlaid in red and blue,
respectively. These PDFs are plotted together in the right-hand panels for a more direct comparison
of gap and ring locations in compact and extended disks.
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Figure 3.4: Comparison of gap widths (top panels) and gap depths (bottom panels) for gap-ring
pairs in the compact and extended disks of Long et al. (2018a), Huang et al. (2018b) and this paper.
Gap depths are as described in Section 3.4.2, with values near unity representing shallow features
and values near zero representing deep features.

Figure 3.5: Normalization of gap width to gap location for compact and extended disks. This ratio
is a better indicator of potential planet mass than absolute gap width and depth alone.
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Figure 3.6: Deprojected visibility and radial intensity profiles for an approximately Saturn-mass
(Mp ⇡ 1.2 MSaturn) planet injected at 10, 20 and 30 au under the a = 10�3 medium viscosity
regime. Our best-fit model of the visibility profile is overlaid in red in the left-hand column, and
the location of each inserted planet is marked by a red dashed line on the adjacent radial intensity
curves. The orange dashed lines represent the zero point of the visibilities.

Figure 3.7: Detections and non-detections of simulated planets from 5 - 30 au under three different
disk viscosity conditions: a = 10�2 (left), a = 10�3 (middle) and a = 10�4 (right).
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Figure 3.8: Potential young planets in the Taurus sample with detected exoplanets on the planet
mass-semi-major axis diagram. The planet mass is calculated as the mass assuming amax = 0.1
mm and a = 10�3 (see Table in the Appendix of Zhang et al. (2023a)). The semi-major axis
is equivalent to the gap location. Compact disks are in red and extended disks are in blue. The
number inside the circle indicates the disk in which the planet resides. The error bar encompasses
the uncertainties in the fitting and the disk viscosity. Exoplanets detected by various methods are
marked with different colors.
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Figure 3.9: The gap width vs. gap location (top panel) and gap width vs. effective disk radius
(bottom panel) for Taurus and DSHARP samples. Gaps in compact disks are in red and extended
disks in blue. The gaps in the DSHARP sample are marked in more transparent colors. For the
bottom panel, each vertical line represents a disk radius. Points threaded by the same vertical line
belong to the same disk. The intermediate regions with fewer wide gaps are marked by ellipses
and question marks.
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Figure 3.10: Counts of potential young planets in the Taurus sample in each cell of a planet mass-
gap location diagram, separated by compact (top panel) and extended (bottom panel) disks. The
counts are indicated in the lower-left corner of each cell. The counts over the total number of
compact or extended disks are listed in the parentheses. The hatched region is the detection limit.
The y-axis is the planet-star mass ratio in units of Jupiter mass over solar mass. The disk size is
proportional to the marker size, as indicated by the legend in the top right corner.
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Figure 3.11: The simple (left) and weighted (right) occurrence rates of the potential young planets
in the Taurus (top) and DSHARP (bottom) samples. The fraction of planets relative to the total
number of disks in the sample (or relative to the fraction of disks larger than the planet location
and inner cavity’s radius smaller than the planet location in the weighted case) is indicated in the
lower left corner of each cell. The marginalized occurrence rates are indicated on the top and right
of each histogram. Red circles are compact disks and blue circles are extended disks.
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Figure 3.12: The simple occurrence rates of the potential young planets in the Taurus and DSHARP
samples separated by three different stellar mass bins, with boundaries at 0.5 and 1 M�. The layout
for each diagram is similar to Figure 3.11, but the y-axis represents the absolute planet mass. The
number of disks that have host stellar masses within a certain range is marked at the top of each
diagram. The arrows are five potential giant planets in the transition disks in the Taurus survey.
We use the ring location outside the cavity as the upper limit of the planet location and one Jupiter
mass as the lower limit of the planet mass, since the planet locations and masses are both uncertain.
Given these uncertainties, and the fact that multiple planets can exist in a cavity, these potential
giant planets are not included in the occurrence rates.
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Figure 3.13: Comparison between 1 and 2 Gaussian-components models for DQ Tau and DO
Tau disks. It shows that the 1-Gaussian models largely under-reproduce the visibilities beyond
1000 kl , while the 2-Gaussian models reproduce the data at longer baselines much better.
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Figure 3.14: Same as Figure 3.11, but the y-axes are planet masses rather than planet-star mass
ratios.
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Disk Feature r0 (au) Width (au) Depth ( Id
Ib

)
CI Tau D17 17.2 9.2 0.157

B29 28.9 14.4 -
D45 45.4 10.3 0.711
B60 59.5 16.9 -

CIDA 9A B17 16.8 1.4 -
D22 22.2 30.3 0.116
B36 35.9 12.1 -
D53 52.5 2.41 1.000
B55 55 2.44 -

DL Tau D15 14.7 4.2 0.857
B20 19.7 4.8 -
D31 31.1 6.1 0.726
B38 38 7 -
D47 47.2 6.4 0.732
B54 53.9 5.9 -
D66 65.5 12.6 0.250
B76 75.8 7.9 -
D86 85.8 10.1 0.417
B95 95 7.5 -

D104 104.2 12.6 0.323
B116 115.5 11 -
D129 129.3 10.9 0.769
B140 140 8.1 -

DN Tau D18 17.9 1.2 1.000
B19 19.3 1.2 -
D31 31.3 2.5 1.000
B34 34.1 2.5 -
D48 47.5 5.1 0.852
B53 53.4 5.5 -

DS Tau D18 18.2 7.2 0.714
B25 25.2 5.2 -
D38 38.2 35.6 0.370
B55 55.1 12.9 -

Table 3.4: Characteristics of Identified Substructures (Taurus Disks in Long et al. (2018a)).
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Disk Feature r0 (au) Width (au) Depth ( Id
Ib

)
FT Tau D12 11.8 3.9 0.882

B16 16.4 4.4 -
D26 26.4 6.9 0.520
B34 34.1 8.0 -

GO Tau D12 11.8 2.7 0.912
B15 15.3 3.8 -
D55 55.4 26.2 0.833
B73 72.5 6.6 -

IP Tau B27 26.6 12.5 -
IQ Tau D41 41.4 5.6 0.923

B48 47.7 5.7 -
MWC 480 D72 72 35 0.139

B98 97.6 13.7 -
RY Tau B14 14.2 17.6 -

D45 44.6 6.9 0.852
B53 52.6 7.5 -

UZ Tau E B11 11.3 10.2 -
D25 25.3 3.4 0.973
B29 29.4 3.9 -
D68 67.5 9 0.857
B78 77.9 9.5 -

Table 3.5: (continued) Characteristics of Identified Substructures (Taurus Disks in Long et al.
(2018a))
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Figure 3.15: Deprojected visibility and radial intensity profiles for the 12 disks with identified sub-
structures in (Long et al. 2018a) following our fitting approach. Overlaid in blue on the visibility
curves are our best-fit models, which are used to derive the adjacent radial intensity profiles. The
c2 score of the fitting is marked on each panel. Dashed black lines on the radial intensity curves of
panel (a) mark gaps, and solid gray lines mark rings. These feature names can be found in Table
3.4.
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4.1 Abstract

We developed Convolutional Neural Networks (CNNs) to rapidly and directly infer the planet

mass from radio dust continuum images. Substructures induced by young planets in protoplanetary

disks can be used to infer the potential young planets’ properties. Hydrodynamical simulations

have been used to study the relationships between the planet’s properties and these disk features.

However, these attempts either fine-tuned numerical simulations to fit one protoplanetary disk at

a time, which was time-consuming, or azimuthally averaged simulation results to derive some

linear relationships between the gap width/depth and the planet mass, which lost information on

asymmetric features in disks. To cope with these disadvantages, we developed Planet Gap neural

Networks (PGNets) to infer the planet mass from 2D images. We first fit the gridded data in
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Zhang et al. (2018) as a classification problem. Then, we quadrupled the data set by running

additional simulations with near-randomly sampled parameters, and derived the planet mass and

disk viscosity together as a regression problem. The classification approach can reach an accuracy

of 92%, whereas the regression approach can reach 1s as 0.16 dex for planet mass and 0.23 dex

for disk viscosity. We can reproduce the degeneracy scaling a µ M3
p found in the linear fitting

method, which means that the CNN method can even be used to find degeneracy relationship.

The gradient-weighted class activation mapping effectively confirms that PGNets use proper disk

features to constrain the planet mass. We provide programs for PGNets and the traditional fitting

method from Zhang et al. (2018), and discuss each method’s advantages and disadvantages.

4.2 Introduction

Detecting young planets in protoplanetary disks is essential to infer where and when planets

form and how massive they are, putting stringent constraints on planet formation theory. Unfor-

tunately, despite thousands of exoplanets having been discovered, only a few of them are around

young stars within 10 million years old. There are even fewer young forming planets found in

dusty protoplanetary disks. One notable example is PDS 70 system, where two young planets with

several Jupiter mass have been discovered within the dusty cavity of 80 au (Keppler et al. 2018a;

Müller et al. 2018b; Wagner et al. 2018b; Haffert et al. 2019b; Isella et al. 2019c; Christiaens et al.

2019b; Wang et al. 2020b; Hashimoto et al. 2020b). However, such firm detection seems to be rare

(e.g., Zurlo et al. 2020), and we are not expecting to directly detect a planet whose mass is less than

one Jupiter mass (Ruane et al. 2017). There are other promising methods to detect young planets

in disks, such as using disk kinematic features influenced by the planet (Perez et al. 2015b; Teague
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et al. 2018b; Pinte et al. 2018b; Rabago & Zhu 2021b; Izquierdo et al. 2021). However, all these

methods can only detect planets that are more massive than Jupiter. The only method that can de-

tect planets less massive than Jupiter is to use gaps in the dust continuum images (e.g., Zhang et al.

2018b). Since dust particles drift to the local pressure maximum, even small gas perturbations by a

low mass planet can lead to observable dust gaps (Paardekooper & Mellema 2006; ?; Rosotti et al.

2016a; ?; Dong et al. 2018d).

Hydrodynamical simulations with dust particles have been carried out to infer the planet prop-

erties from radio observations. At early times when ALMA high resolution observations were

scarce, numerical simulations were fine-tuned to fit one source at a time (e.g. Dong et al. 2015c;

Dipierro et al. 2015b; Picogna & Kley 2015; Dipierro et al. 2018). However, when high angular-

resolution surveys became available (e.g., Andrews et al. 2018a; Long et al. 2018b; Cieza et al.

2021b), it was impractical to run direct numerical simulations for each source. Thus, relationships

between the gap and planet properties have been solved. For gaseous gaps, such relationships have

been well characterized (Fung et al. 2014a; Kanagawa et al. 2015a; 2016a). However, the relation-

ships are less clear for dusty gaps mainly because the gap width/depth can vary significantly with

different sized particles in disks. Lodato et al. (2019b) assumed that the dusty gap width is scaled

with the planet Hill radius to derive the masses of planets in the Taurus survey (Long et al. 2018b).

Rosotti et al. (2016a) carried out simulations to derive the relationship between the planet mass

and the distance between the planet and the pressure maximum at the outer gap edge. However,

Rosotti et al. (2016a) did not consider the effects of particle size and disk viscosity, both of which

can change the gap-planet relationship significantly. A detailed study was done by Zhang et al.

(2018b), who carried out a large grid of planet-disk interaction simulations with dust particles,

generated synthetic observations, and derived relationships between the planet mass, the disk scale
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height, the disk viscosity, and the particle size in disks1. Such relationships have been used to

derive the young planet population from the DSHARP survey (Andrews et al. 2018a; Zhang et al.

2018b).

However, the approach in Zhang et al. (2018b) still suffers several shortcomings. First, the

procedures to derive the planet mass are relatively complicated. Disk viscosity, scale height, and

particle size need to be constrained by other methods and specified beforehand. Based on these

parameters, different fitting formulae need to be adopted. To make the method in Zhang et al.

(2018b) easier to use, parallel to the method presented in this paper, we provide new PYTHON pro-

grams for the Zhang et al. (2018b) linear fitting method2., which can automatically find the planet

mass after the parameters are specified. The second shortcoming, which is intrinsic to the method

itself, is that the synthetic images generated from simulations were azimuthally averaged before

deriving the relationship between the planet mass and gap widths/depths. Thus, all information

from non-axisymmetric features was lost. These features have rich information on disk and planet

properties. For example, an eccentric gap suggests a massive planet. A lopsided disk with a large

intensity asymmetry indicates a low viscosity or large particles.

To directly extract information from 2D images, in this work, we adopted machine learning

techniques. Machine learning techniques have been widely used across the astronomical commu-

nity for decades, and here we briefly describe several works related to computer vision image tasks,

using Convolutional Neural Networks (CNNs), specifically.

CNNs have been used widely in galactic and extra-galactic studies. Dieleman et al. (2015) is

1We use “the linear fitting method” to denote this method throughout this paper.

2The code is available at https://github.com/zhangsj96/DSHARPVII.git
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one of the first works that use modern CNN networks. It originated from an international compe-

tition Galaxy Challenge that aimed to build automated tools for galaxy morphology classification

based on annotated images from the Galaxy Zoo project. They applied CNNs to the morpho-

logical classification of crowd-sourcing annotated images and achieved > 99% accuracy, which

would benefit analysis in future large galaxy surveys such as Vera C. Rubin Observatory. Heza-

veh et al. (2017) used CNNs to automate analysis of strong gravitational lenses. The traditional

method with maximum likelihood modeling requires human expertise and is time-consuming. The

network can quantify image distortions caused by strong gravitational lensing and estimate these

structures’ corresponding matter distribution with comparable accuracy as the traditional method,

but ten million times faster. Non-experts can quickly obtain lensing parameters for a large sample

of data. Hassan et al. (2019) utilized CNNs to identify reionization sources from 21 cm maps.

Active galactic nuclei and star-forming galaxies are two leading sources that reionized our Uni-

verse. CNNs were trained to distinguish the sources on the 21 cm images. The technique would

aid power-spectrum observations and provide extra information to break degeneracies between a

broad range of reionization models. The classification accuracy is between 92-100%, depending

on the redshift and neutral fraction range.

CNNs have also been used in the Solar System study. Lieu et al. (2019) trained CNNs on

simulated observations of an upcoming mission Euclid for Solar system objects identification.

They used transfer learning (i.e., training on several established CNN architectures with some

modifications) on a relatively small data set. Their best model correctly identified objects with a

top accuracy of 94%, successfully separating solar system objects from other astronomical sources.

In the field of star formation, identifying signatures of stellar feedback in molecular clouds used

to mainly rely on visual inspection. Van Oort et al. (2019) ran 3D MHD simulations with stellar
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feedback and produced 2D synthetic CO continuum images. They trained CNNs on synthetic

data and identified shells in real observations. Later they extended the work to 3D so that they

could make full use of molecular line spectra datacube. They found stellar feedback bubbles and

predicted feedback properties (Xu et al. 2020b), and identified 20 new outflows (Xu et al. 2020a)

that were missed by previous visual inspections.

While CNNs have not been applied to the planet-disk interaction study, general machine learn-

ing techniques are receiving more attention in the field. Recently Auddy & Lin (2020b) used fully

connected neural networks to fit the relationship between the planet mass and parameters such as

gap width, aspect ratio, viscosity, dust-to-gas ratio, Stokes number, and density profile. Compared

to previous fitting methods, the work is the first to fit the relationship non-linearly. Since a deep

neural network is good at fitting problems that are intrinsically non-linear, their estimated planet

mass follows closer to the simulation data given a multi-dimensional input. Nevertheless, users

still need to provide inputs that are barely constrained from observations, and asymmetric infor-

mation is still lost when 2D images are converted to 1D radial profiles. While we were modifying

this paper after the first referee report, Auddy et al. (2021) published a CNN approach for the 2D

images, which alleviated some of these shortcomings.

Our aim in this paper is to infer the planet mass from the 2D observational images directly 3. In

Section 4.3 we briefly introduce the background and the basic glossary of CNNs. In section 5.4 we

describe the simulation setup, synthetic observation production, prepossessing, augmentation, and

the neural network setup and training. In Section 8.4 we analyze the results, apply the networks to

several gaps in DSHARP observations, and compare the derived planet masses to those from the

previous method. After a short discussion in Section 8.5, we conclude our paper in Section 7.8.

3The code is available at https://github.com/zhangsj96/PGNets.git.
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4.3 Background

4.3.1 Regular Neural Network

The most common subset of deep learning is regular neural networks (or fully-connected neural

networks). Neural networks receive a vector and transform it through a series of hidden layers.

Each hidden layer is made up of a set of neurons, where each neuron is fully connected to all

neurons in the previous layer. The last fully-connected layer is called the “output layer”. For

classification problems, it gives scores for different classes. For regression problems, it predicts

continuous values.

Each neuron has some parameters to be tuned, which can be accomplished by training the

model. The training is a process of minimizing the loss function and updating parameters through

back-propagation. The data are separated as training, validation and testing sets. The training data

are used to feed into the neural network. The validation data are not used in training the model

but are used as a metric to monitor the training result at every epoch. The testing data are used to

evaluate the model accuracy after the training is completed.

4.3.2 Convolutional Neural Network (CNN)

For regular neural networks, the input vector could be extremely large if the input is an image

that is represented by either a flattened matrix (e.g., a gray-scale image) or a flattened tensor (e.g.,

an RGB-colored image). There are correlations between neighboring pixels and different color

channels in an image, but a vector representation loses such correlations. Thus, regular neural

networks are not ideal for training image data. The convolutional operation naturally takes the local

connections into account. To that end, CNNs are powerful in fitting image data. As a variation of
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regular neural networks, their primary unit of computation is the convolutional operation instead

of simple matrix multiplication. A layer of a convolutional network has neurons arranged in three

dimensions: width, height, and depth. A convolutional kernel will be operated on this 3D tensor,

and the output becomes the next layer. Usually, the network’s width and height become smaller

for later layers, while the depth becomes deeper. The process of downsampling the feature map is

called pooling. LeCun et al. (1998) introduced LeNet to recognize hand-written digit characters.

It reached a very high performance and brought artificial neural networks into popularity.

4.3.3 Residual Neural Network

A residual neural network (ResNet) is a kind of CNNs that has connections even between skipping

(non-neighboring) layers (He et al. 2016a). It has shortcuts to jump over some layers. Typical

ResNet models are implemented with double or triple skips that contain ReLU and batch nor-

malization (Ioffe & Szegedy 2015) in between. Skipping effectively simplifies the networks and

reduces the parameters. It also avoids the problem of vanishing gradients so that the network can

go deeper than traditional CNNs while still improving the performance.

4.4 Method

A schematic view of our method from input to output is summarized in Figure 4.1. We first

introduce how we convert the simulations to synthetic observations (Section 4.4.1), and then dis-

cuss the prepossessing (Section 4.4.2) and augmentation (Section 4.4.3) steps to make the network

robust. We layout the PGNet structures (VGG-like or ResNet classification; Section 4.4.4; regres-

sion; Section 4.4.5) and finally obtain the output prediction.
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Figure 4.1: A schematic view of our work from input to output. There are five steps. First, we
prepared the input from simulations or observations. Second, the image was prepossessed and
normalized. Third, the image was augmented for different inclinations, rotations, and translational
shifts. Then it flowed into the neural network. Finally, we obtained class scores and chose the label
with the highest score for the classification problem. A planet mass, viscosity pair was returned
for the regression problem.

At the output layer, we tried both classification and regression problems. At first, we treated the

fitting of the planet mass as a classification problem, since the data set of Zhang et al. (2018b) are

too sparse (only five discrete planet masses) to return continuous-valued predictions. They were

used to demonstrate that CNNs can successfully predict planet masses on discrete grids. Then we

ran additional 150 simulations to provide more sampling between these grids, and built regression

model which predict continuous planet mass and disk viscosity at the same time. The samples

were drawn using the Latin hypercube sampling (LHS) (McKay et al. 1979).

4.4.1 Simulations

For the classification problem, we used the results of the planet-disk interaction simulations in

Zhang et al. (2018b) on the grddied parameter space (5 planet masses, Mp, 3 aspect ratios, h/r ,

and 3 disk viscosities, a). We denote a model with a {Mp, h/r, a} pair as a generic model, as this

model can be used to generate models with different surface densities and maximum particle sizes.
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For the regression problem, we added additional 150 simulations with near-randomly generated

Mp, h/r, and a . We briefly summarize the simulations here. The simulations were carried out with

2D hydrodynamic code Fargo-ADSG (Baruteau & Masset 2008a;b; Baruteau & Zhu 2016). Dust

grains were represented by 200,000 super-particles with different sizes. The Stokes number (St)

of the particles at rp ranged from 1.57 ⇥10�5 to 1.57. The simulations in the gridded parameter

space covered three disk viscosities a=10�4, 10�3 and 10�2, three disk aspect ratios at rp with h/r

= 0.05, 0.07 and 0.1, and five planet masses with the planet-star mass ratios (q) of 3.3⇥10�5, 10�4,

3.3⇥10�4, 10�3, 3.3⇥10�3 (which are equivalent to the planet masses of 11 M�, 33 M�, 0.3 MJ ,

1 MJ and 3 MJ if the central star is a solar mass star). The parameters for the LHS were drawn

from a 2 [10�4, 10�2], h/r 2 [0.05, 0.1], and Mp 2 [11 M�, 3 MJ]. They were near-uniformly

drawn in the interval of h/r, log(a) and log(Mp).4 We initialized the gas surface density as

Sg(r) = Sg,0(r/r0)
�1 , (4.1)

where r0 is the position of the planet and we set r0 = rp = 1. Our numerical grid extended from

0.1 r0 to 10 r0 in the radial direction and 0 to 2p in the q direction. The data sets used in this paper

are at 1000 planetary orbits. We assumed locally isothermal equation of state. The temperature at

radius r follows T (r) = T0(r/r0)�1/2.

To convert super-particle distributions to optical depth maps, we used a subset of particles and

gave them different weights depending on their opacity, sizes, and surface density at their locations.

We adopted DSHARP opacity (Birnstiel et al. 2018) and neglected scattering. These particles were

4We used pyDOE (https://github.com/tisimst/pyDOE) to generate parameters. The generated
parameters can be found at https://github.com/zhangsj96/PGNets.git.
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interpolated onto 1200 x 1200 regular grid with physical dimensions as 10 rp ⇥ 10 rp. Then we

smoothed the gridded data with a Gaussian kernel similar to the resolution of ALMA. Gaussian s

= 2 pixels, which is 0.03 rp. If the planet is at 20 au, this is the same as the resolution of a circular

beam with FWHM = 1.4 au. Finally, we calculated the brightness temperature or intensity for each

grid cell as

Tb(x,y) = Td(r)(1� e�t(x,y)) , (4.2)

and we assumed that the midplane temperature follows

Td(r) = Td(r0)

✓
r
r0

◆�0.5
. (4.3)

For more details please see Zhang et al. (2018b).

In principle, the real synthetic image should be calculated with assumptions of detailed ob-

servational setups (e.g., antenna array configuration and integration time) and CLEAN methods.

However, this is unrealistic since (a) they depend on specific observational setups and data reduc-

tion methods, which cannot be covered thoroughly, and (b) these time-consuming steps need to be

applied on each augmented image (Section 4.4.3), which cannot be realized within our computa-

tional power. Instead, in Section 4.6.1 we will use one case to demonstrate that neglecting these

steps does not affect the correctness of the prediction.

To generate synthetic radio continuum images of disks having various dust size distributions

and disk surface densities, we chose 5 different maximum particle sizes amax = 0.1 mm, 0.3 mm, 1

mm, 3 mm and 1 cm, and 7 different gas surface densities Sg,0 = 0.1 g/cm2, 0.3 g/cm2, 1 g/cm2,

3 g/cm2, 10 g/cm2, 30 g/cm2 and 100 g/cm2. These combinations of amax and Sg,0 correspond
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to 9 different characteristic Stokes numbers (St µ amax/Sg,0). Figure 4.2 shows dust continuum

intensity at 1.3 mm for a case with Mp = MJ , a= 10�3 and h/r=0.07, with all combinations of amax

and Sg,0. Note that for amax = 3 mm (and 1 cm), the lowest (two) surface density case(s) exceed the

upper limit of the particles’ Stokes number in our simulation. In total, different amax and Sg,0 lead

to 32 combinations (7+7+7+6+5) for each generic model. Since no dust growth and back-reaction

are included, the dust drift velocity only depends on the Stokes number. This is why the gaps look

similar for a given Stokes number. They are still different in that (a) the opacity is dependent on

the maximum particle size and (b) the dust surface density is different. Thus, the radial profile of

the optical depth is different. When the disk changes from the optically thin to thick regime (from

top to bottom panels), the intensity maps become smoother.

We explored different dust size distributions by choosing three different power-law indices (p;

n(a)µ a�p) being 3.5, 3 and 2, but their intensity maps are very similar. This could lead to some

duplication between training and testing sets. For this reason, we only used one power-law index

p = 3.5.

An image with too many pixels takes a large amount of memory, does not help the training,

and even leads to overfitting. Thus, we downgraded the image size and found that a 64 ⇥ 64 image

is good enough to preserve features and help the training. Note that the real observation image

will also be fed into the network using this resolution. To convert an observation to the input

format, a simple linear interpolation suffices. For our models, we selected the central squared 3rp

⇥ 3rp region. Outside of this region, there is little emission from our simulations. The data are 2D

(gray-color, 1⇥64⇥64) images of disk emission. There are 5 ⇥ 3 ⇥ 3 ⇥ 32 = 1440 models for the

classification problem and (45+150) ⇥ 32 = 6240 models for the regression problem.
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Figure 4.2: 1.3 mm dust continuum intensity maps for the Mp = 1 MJ , a= 10�3 and h/r=0.07 case
with different amax and Sg,0. In each row, the amax is the same with increasing surface density from
left to right. The Stokes number at the planet’s location is the same at each column and decreasing
from left to right.
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4.4.2 Preprocessing

We found that adding some noise to images helped the training, so we added 10% RMS noise to

each image. The initial value of the intensity in the image can be different by orders of magnitude.

In neural networks, it is essential to normalize the input data. We found that taking the logarithm

of the value works best for the training. We scaled the image values from 0 to 1. We also set an

emission floor as 1% of the maximum emission intensity, so that values below that became zero.

In expression,

pixel value =

8
>>><

>>>:

log10(I)�log10(Imax)+2
2 if log10(I) > log10(Imax �2),

0 elsewhere.

(4.4)

This choice of the floor value can also be justified for observational data since the sensitivity limit

for these high-resolution ALMA observations is usually between 1% to 0.1%. The gap region has

low values, and the ring region has high values. Considering that previous studies used gap shapes

to infer the planet mass, we reversed the value as (1-value) so that the gap had high values. It

turned out that this procedure had little effect on the results. Since this procedure is well defined,

it is also simple to apply it to the real observation and rapidly convert that to the network input.

Note that our main focus is on the gap shape (width and depth, and asymmetric features). The

normalization process we adopted removed the information of the absolute value of the emission.

Ideally, the absolute value of the emission can provide extra information and can be considered in

future works.
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4.4.3 Data Augmentation

In real observations, disks are hardly to be exactly face-on (e.g., the configuration in Figure 4.2).

As long as the gap is spatially resolved and the disk is not too edge-on, we should still obtain

information from the image. Thus, we inclined the disk from the initial data from 0� to 60�,

spacing every 15�. This was simply done by stretching the y-direction of the optical depth map,

t(x,y) while fixing the x-direction size. The optical depth is increased accordingly. This can be

justified considering that mm dust is highly settled in protoplanetary disks (Pinte et al. 2016a).

With this data augmentation, the observational data for disks with any inclinations can be directly

used as an input for our networks.

To explore the rotational symmetry (Dieleman et al. 2015), we rotated the disk every 15�, from

0� to 360� (0� and 360� are only counted once). The degree of rotation is also called position

angle. Note that the rotation and inclination variations were done on the original 1200 ⇥ 1200 (10

rp ⇥10 rp) data to avoid the sharp edges due to missing values, but whether including this step did

not affect the results.

We also explored translational symmetry by randomly shifting the image in x and y directions

from 0% to 10%. Even though CNNs should conserve translational symmetry by themselves, the

fitting result was slightly improved. This is also helpful for the prepossessing of observational data

since the disk does not need to be perfectly centered when they are fed into the networks.

Every one of the face-on images can generate thousands of augmented data. However, we

still separated the training, validation, and testing sets with those original data. Otherwise, if

we separate all the data after the augmentation, the fitting accuracy will actually increase since

different augmented data generated from a single model can look very similar. However, this
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Figure 4.3: The architecture of VGG-like network. The image as an input is the log10 of the
intensity, scaled between zero and one with only one channel. The example image is preprocessed
image of GW Lup (Andrews et al. 2018a). Then there are six convolutional layers and three fully-
connected layers.

increase of the accuracy is unreal due to the similar data in training, validation, and tests. Thus, we

separated the data sets before the augmentation.

4.4.4 Classification Models

We first tested out CNN models as a classification problem on the gridded data set in Zhang et al.

(2018b). We set up the network as a classification problem instead of a regression problem since

our origional simulations only have five discrete planet masses. We built two neural networks

for comparison, one architecture similar to VGG-16 (Simonyan & Zisserman 2014) and the other

adapted from ResNet (He et al. 2016a). We chose not to use the original VGG-16 architecture

since it introduced more parameters but did not improve the performance.
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Figure 4.3 shows the architecture of VGG-like network. As mentioned in the previous section,

the input data are gray-color images (1⇥ 64 ⇥ 64), with values ranging from 0 to 1. Then it follows

two convolutional layers with 16 channels (depth=16). In this specific neural network, the convo-

lutional filter size is always 3 ⇥ 3 with 1 stride. The padding is on image edges so that the tensor

keeps the same number of points (64) in both x and y directions. We also used ReLU (Rectification

Linear Unit, i.e., max[0, x]), as the activation function for all layers. After a 2 ⇥ 2 max-pooling

operation, the image dimension becomes 32 ⇥ 32. Then it follows two convolutional layers with

64 channels and another max-pooling. The last two convolutional layers have 256 channels before

a max-pooling. Then it connects to 3 fully-connected layers, two with 512 nodes and one with 128

nodes. These fully-connected layers all have 20% dropout rates to avoid overfitting. Finally, the

output layer has 5 nodes which stand for 5 different planet masses. There are 9,504,565 trainable

parameters in total. We found that adding more layers did not increase the accuracy.

The learning rate is a hyper-parameter that controls the step size in an optimization process

while it is minimizing the loss function. An analogy of it is the step size in solving differential

equations. We adopted the initial learning rate as 0.001. We chose the sparse categorical cross-

entropy as the loss function and ADAM as the optimizer (Kingma & Ba 2015). We defined accuracy

of the method as

accuracy =
TP+TN

TP+TN+FP+FN
, (4.5)

where TP, TN, FP and FN stand for true positive, true negative, false positive and false negative,

respectively.

To balance the trade-off between rate of convergence and overshooting, we adopted an adap-

tive learning rate. The learning rate varying as the training epoch is a cosine function so that the
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learning rate becomes much smaller at later training stages. The batch size is 128. The training,

validation, and testing sets were split as 60%, 20%, and 20% of the 1440 models that were ran-

domly shuffled. We also included different inclinations and rotations for the testing set, so there

are total 1440⇥0.2⇥5⇥24 = 34560 testing images. The training was done on a single NVIDIA

GPU GeForce RTX 2080 Ti 12GB. We used Tensorflow v2 (Abadi et al. 2015) to build the

network. The VGG-like network took less than an hour, while the ResNet model took two hours.

For the residual network, our network was adopted from ResNet v2 (He et al. 2016b) with

three skips. It has a bottleneck layer with stacks of batch normalization, activation (ReLU) and

convolutional layers. The batch normalization can make ANN faster and more stable. The first

shortcut connection per layer is 1 x 1 convolution and the second and onward shortcut connection

is identity. At the beginning of each stage, the feature map size is halved by a convolutional layer

with 2 strides, while the number of filter maps is doubled. Within each stage, the layers have the

same number of filters and the same filter map sizes. There are 22 convolutional layers in total,

but with only 576,357 parameters, an order of magnitude smaller than the VGG-like model. The

initial learning rate is 0.005. Other setups are the same as the VGG-like model.

4.4.5 Regression

After carrying out additional simulations with the randomly-generated parameters from the LHS,

we were able to fit the planet mass in a continuous space. Thus, we fitted the combined data set as

a regression problem. We used mean square error (MSE) as the loss function. We made the output

layer as a Mp-a pair, as MSE can evaluate vectors (e.g., Alibert & Venturini 2019). In this way,

the planet mass and disk viscosity can be predicted together. We made viscosity as an output since
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a direct measurement of gas turbulence is difficult (e.g., Flaherty et al. 2018a). We adopted the

ResNet architecture as mentioned in the previous subsection.

Slightly different from Section 4.4.4, we split 195 generic models into 175 and 20. The selec-

tion was random but can be reproduced in our repository. We then separated the first 175 models,

together with their generated models with combinations of surface densities and maximum particle

sizes into 60%, 20%, 20% splits as training, validation and test data. Finally, we used the rest 20

generic models as a “genuine test”, as the input parameters of these models are completely outside

the parameter space of {Mp, h/r, a} pairs in the training. This additional step can test if the over-

fitting happens in the {Mp, h/r, a} space. This is a more rigorous test than that in Section 4.4.4

since we separate the data even before generating the face-on images with different amax and sur-

face densities. We used callback function ReduceLROnPlateau to reduce learning rate when

the loss had stopped improving. We kept other hyper-parameters the same as what were mentioned

in previous subsections.

4.5 Results

4.5.1 Classification

The accuracy of VGG-like model reached a plateau after 10 training epochs but still slowly in-

creased up to 40 epochs. The accuracy of the ResNet model reached a plateau after 90 epochs.

The ResNet has slightly higher accuracy than the VGG-like model on the validation set. This

is also the case for the testing set. The VGG-like model can reach an accuracy of 89%, and the

ResNet model can reach an accuracy of 92%. Note that the accuracy reported is the micro accuracy

(i.e., applying equation 4.5 for the whole sample, instead of calculating accuracies for each class
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and averaging them, which is the macro accuracy). Even though each class (planet mass) has the

same amount of sample in the whole data set, in each subsets (training, validation and testing sets),

the data are slightly imbalanced due to the shuffling process to separate them. Nevertheless, macro

and micro metrics are similar here.

Figure 4.4 shows the confusion matrix of planet mass prediction, and their ground truth for all

testing data set applied to the ResNet network. The y-axis shows the true planet masses, whereas

the x-axis shows the most likely planet masses predicted by the network. If the data point falls

on the matrix diagonal, the prediction is correct. The accuracy is the sum of diagonal counts over

the total counts. The planet mass is underestimated if it is on the left and overestimated if on the

right. The upper number in each box shows the counts of a certain prediction given a ground truth.

The lower percentage shows the fraction of it among all the images within that class. When the

planet mass is small, i.e., the gap is narrow, the prediction accuracy is low. If the planet is 11

M�, only 87% of the samples account for correct predictions within that class. The planet mass

is always overestimated given this setup. However, we caution that the planet mass can also be

underestimated in reality, since this neural network cannot find planet with mass lower than this

limit. The prediction accuracy increases with higher planet masses. If the planet mass is 3 MJ ,

97% of the predictions within that class are correct. Likewise, 3 MJ is the upper mass limit in this

network, so any real planet mass with higher value will be underestimated.

4.5.2 Regression

The loss of the regression model reached a floor after 70 training epochs. Figure 4.5 shows his-

tograms for the deviation of the predicted planet masses and disk viscosities from the true values
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Figure 4.4: The confusion matrix for the ResNet model. The x-axis is the prediction from the
neural network. The ground truth is on the y-axis. The upper number in a box shows the counts
of planets with certain prediction and ground truth. The lower percentage shows the fraction of
the prediction over the total number of the sample with certain ground truth (sum of a row). The
rightmost numbers are total counts of testing data with certain class labels (sum of a given row)
and the percentage among all testing data (sum of the rightmost column).
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in dex. 2D histograms of the joint distribution between Mp and a are plotted at center, whereas

the 1D distributions of the planet mass and viscosity differences are shown on the top and right.

Panel (a) shows the result of the test set among the 175/195 generic models that were used in the

training. The distributions of Mp and a are all centered close to zero, with uncertainties of 0.16 and

0.23 dex, respectively. They are symmetric with almost zero means. Planet masses and the disk

viscosities tend to be over(under)-estimated at the same time and follow a µ M3
p, which has also

been found in Zhang et al. (2018b). Panel (b) shows the result of 20/195 generic models that are

not used in the training. The overall distributions are similar to those in panel (a). The exception is

that the deviation of a is skewed towards positive values (i.e., a tends to be over-predicted). This

is because most of the viscosities among these randomly generated 20 generic models have low a

(close to 10�4), where it is more likely to be overestimated (see Figure 4.6). The similarity between

panel (a) and (b) demonstrates that the fitting is robust and can also be applied to simulations not

used in the training.

Figure 4.6 shows distributions of the difference of the prediction and ground truth in different

mass and viscosity regimes. The data are from the test set of 175/195 generic models. The distri-

butions are normalized to have the same height, and the inner box follows the convention of the

box plot. The standard deviation of each distribution is listed on the right of each violin plot. The

planet masses are divided into five bins in comparison with the classification problem (Figure 4.4).

Similar to the classification problem, the error of the fitting becomes smaller as the planet mass

increases. A small fraction of samples have large errors except at the highest mass bin. At the

lower mass end, the planet mass is more likely to be overestimated. At the higher mass end, the

uncertainty of the estimate can be as low as 0.1 dex (a factor of 1.3). The viscosity is divided into

four bins. When a is less than 3⇥ 10�3, it tends to be overestimated. When it is large and close
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Figure 4.5: 1D and 2D histograms for the differences between predicted and true values of Mp
(horizontal) and a (vertical). The 2D joint distributions are color-coded. (a) The test data set
among 175/195 of the generic models. (b) The 20/195 data set that has not used in the training
process. Most of the predictions have small deviations. The horizontal and vertical bars represent
the standard deviation of each distributions. Dashed lines represent a µ M3

p.

to 10�2, it is more likely to be underestimated. In any viscosity regimes, a small fraction of the

predictions would have large deviations from their true values.

4.5.3 Grad-CAM

While deep neural networks are difficult to interpret, some visualization tools help make sense

of them. Gradient-weighted Class Activation Mapping (Grad-CAM; Selvaraju et al. 2017) is a

technique for making CNN-based models more transparent by visualizing the regions of input that

are important for predictions from these models. It uses the class-specific gradient information

flowing into the final convolutional layer of a CNN to provide a coarse localization map of the

important regions in the image. It is a generalization of the Class Activation Mapping (Zhou et al.

2016), but requires no re-training.

Figure 4.7 shows both images and the activation map derived from the Grad-CAM of the

ResNet regression network. The disk is inclined and rotated. Here the true planet mass is 2.28
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Figure 4.6: The violin plots of logarithmic-scaled deviation between predicted and true values of
Mp and a in different mass and viscosity regimes. The data are from the test set of 175/195 generic
models. The color-shaded regions show the distribution with normalized height, whereas the inner
box follows the convention of a box-plot, which shows distribution’s 25 percentile, 50 percentile
(white dot), and 75 percentile. The decimals marked on the right are the standard deviation of each
distribution.
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Figure 4.7: Grad-CAM for the ResNet regression problem. The image is among 20 generic models
not in the training set. The true planet mass is 2.28 MJ and a = 1.4 ⇥ 10�3. (a) log-scaled image
without putting into CASA, (b) log-scaled synthetic image using CASA, (c) activation map of the
synthetic image (b), (d) synthetic image overlaid by the activation map (filled contour). In this
case, the activation map successfully focuses on the gap region. The beam size of panel (b) is
shown as an ellipse in the bottom left.

MJ , and a = 1.4 ⇥ 10�3. The gap region has high values in the activation map, which means that it

is important in predicting the planet mass. This lends confidence to the network’s reliability since

the traditional method also focuses on the gap’s properties. This is why we named these neural

networks as Planet Gap neural networks (PGNets). One should be cautious that not every activa-

tion map of testing data shows such a good correspondence, and the activation map is a great tool

if any result is in doubt.

4.5.4 Application to Observational Data

After testing against the synthetic observations, we applied our trained PGNets to real DSHARP

observations (AS 209 Andrews et al. 2018a; Guzmán et al. 2018; Elias 24, GW Lup and Sz 114;

Andrews et al. 2018a) to infer planet masses and compared them with what found in Zhang et al.

(2018b). The designation follows Huang et al. (2018c), where the integer of gap location in au

follows “D” (for dark gaps). There are several degeneracies if one wants to infer the planet mass.

In the previous fitting of Zhang et al. (2018b), the gap width depends on not only the planet mass

158



but also the viscosity a and Stokes number St (or amax and Sg). Thus, in comparison with Zhang

et al. (2018b), we picked the median value as a reference point. The median value is the case with

a=10�3 and amax=1 mm. It is difficult to estimate the uncertainty in these models. For the linear

fitting method, two known uncertainties come from a and amax. A difference of 10 in a leads to

around 0.33 dex change of Mp, whereas a change of 10 in amax leads to around 0.2 dex change

of Mp. For classification models, an error of reference can be 0.4 dex, since two neighbouring

planet masses are spaced at that value. For the regression model, the uncertainty of Mp and a

can be estimated as 0.16 dex and 0.23 dex, as shown in Figure 4.5, or read in specific regimes as

shown in Figure 4.6. For AS 209 and Elias 24, fine-tuned planet masses are available from detailed

case-by-case modelings. While the central stars of these disks have different masses, what matters

is the planet-star mass ratio Mp/M⇤. Thus, we will report Mp/M⇤ in units of the MJ/M� in the

next paragraph. Notice that the radius of the semi-minor axis of the gap should be placed around

one-sixth of the image size. However, the disk does not need to be centered nor scaled perfectly,

since the images were randomly shifted during the training process.

AS 209 is a disk with many gaps. With the linear fitting method, the median value of AS 209

D995 is 0.45 MJ/M� (Zhang et al. 2018b). The detailed modeling infers 0.1 MJ/M�. The VGG-

like model predicts 0.1 MJ/M�, whereas the ResNet classification model predicts 0.3 MJ/M�. The

regression model predicts 0.52 MJ/M� and a = 2⇥10�4. With 64⇥64 resolution, gaps inside 40

au have been smoothed out. The secondary gap (a shallower gap inside the major gap) has already

been considered since there are also many low-viscosity simulations with secondary gaps in our

training data set.

5It is actually B99 (“B” stands for bright rings). However, that bright ring is just a shallow peak
inside a wide gap.
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With the traditional fitting method, Elias 24 D57 is 0.51 MJ/M�. It is 0.2 MJ/M� using the

fine-tuned model. Both VGG-like and ResNet classification model predicts 0.1 MJ/M�. The

regression model predicts Mp/M⇤ = 0.21 MJ/M�, and a = 2⇥10�4.

The inferred planet mass from the traditional fitting method for GW Lup D74 is 0.065 MJ/M�.

Both VGG-like and ResNet classification model predicts 0.03 MJ/M�. The regression model

predicts Mp/M⇤ = 0.05 MJ/M�, and a = 1⇥10�4.

Sz 114 is a disk with a very narrow gap. It is too narrow to use the linear fitting method. The

mass was obtained by directly comparing with simulations (Zhang et al. 2018b). That value for Sz

114 D39 is 0.12 MJ/M�. Both VGG-like and ResNet models predict 0.03 MJ/M�. The regression

model predicts Mp/M⇤ = 0.11 MJ/M�, and a = 6⇥10�4.

Overall, the VGG-like and ResNet classification models predict similar planet masses. The

regression model predicts higher planet masses. It predicts lower viscosities for these disks.

There are many other gaps that can be compared between the linear fitting method and PGNets.

Instead of doing extensive coverage of all available gaps, we made our code available online so

that users can apply these methods to any new or archival data. With a super-resolution technique,

Jennings et al. (2021) even found many more gaps inside 30 au for DSHARP observations. Those

images and radial profiles can also be inputs for our models using either the PGNets or the linear

fitting tools.

160



4.6 Discussion

4.6.1 Synthetic Observation

To test if predictions from CNN models are affected by the way we produce synthetic observations,

we picked the case in Figure 4.7 (a), put it into CASA (McMullin et al. 2007b) version 6.1.0,

and used simobserve task to generate observations with angular resolutions and sensitivities

comparable to those of the DSHARP observations. We assumed the planet is at 40 au, amax =

1cm, Sg,0 = 30 g/cm2, and L⇤ = 2 L�. The synthetic observations consist of 12 minutes of on-

source integration time with the Cycle 5 C43-5 antenna configuration, 35 minutes on-source in the

C43-8 configuration, and 35 minutes on-source in the C43-9 configuration. A precipitable water

vapor level of 1.0 mm was adopted. The synthetic visibility was imaged in the same manner as the

DSHARP sources using tclean task, as described in Andrews et al. (2018a).

In Figure 4.7, panel (a) shows the intensity map converted from the simulation and panel (b)

shows the intensity from the synthetic ALMA observation. The scales of them were normalized as

discussed in Section 4.4.2. The angular resolution is ⇠ 5 au in FWHM and is marked in the lower

left corner of the panel. As shown in panel (c) and (d), the activated regions correctly focus on the

gap. The predicted masses are 1.92 MJ and 2.39 MJ , with and without CASA operations, all com-

parable to the true value, 2.28 MJ . The predicted a viscosities are 1.3⇥10�3 and 1.2⇥10�3, with

and without CASA operations, also comparable to the true value, 1.4 ⇥10�3. Thus, we conclude

that our models can be used to predict real ALMA observations even though they were trained on

the data without doing simobserve tasks.
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4.6.2 Advantages

Compared to the traditional method, CNNs have many advantages. It is quick and convenient.

The 2D images do not need to be converted to 1D profiles. Deriving 1D profiles seems to be a

simple task but it takes time since one needs to run MCMC to find a disk’s centroid, inclination,

and position angle. Once the CNN model is trained, one can obtain a prediction within a second

directly from the image plane. For this reason, it can be applied to a large disk sample. The

training is one time and only takes an hour. Using a traditional method, one needs to search for the

best fitting parameters. For instance, one parameter combining viscosity, h/r, and planet mass is

enough to fit the gaseous gap depth and width (Kanagawa et al. 2015a; 2016a). However, if the dust

is included, we also need to find several fitting formulae for different amax and gas surface density

(Zhang et al. 2018b). This is not the case for CNNs. With more data or new physics included, the

network can be retrained quickly by providing more training data.

Asymmetric information is lost when a 2D image is converted to a 1D radial profile. CNNs

can preserve this information. For instance, a low mass planet in an inviscid disk can have the

same gap width as a high mass planet in a viscous disk. The traditional method cannot break

this degeneracy. However, the viscosity of the disk can be inferred from a 2D image. If the disk

looks more asymmetric, it should be more inviscid. The planet mass can be better constrained

accordingly.

In a regression problem, the model can provide planet mass and disk viscosity at the same time.

With the linear fitting method, one can only get a planet mass by assuming a disk viscosity, since

both a higher planet mass and a more inviscid disk help open a wider gap. The CNN regression

model partially breaks the degeneracy between them.
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The CNN methods can handle very shallow or narrow gaps, which is of great difficulty for

the traditional fitting method. In Zhang et al. (2018b), to make sure most of the data points fall

onto the fitting line, narrow gaps with D below 0.15 were treated as outliers. One thus needs to

compare with individual simulations to estimate a planet mass (e.g., inferring the potential planet

in Sz 114’s narrow gap), which is extremely time consuming.

4.6.3 Limitations

The first limitation of the CNN models is that training with the same data set but different architec-

tures would lead to different predictions, even though their accuracy is similar statistically. Even

given the same architecture, different random seeds or data augmentation would also result in dif-

ferent predictions. On the contrary, the traditional linear fitting method provides a definite planet

mass as long as a gap width and other disk parameters are provided. Many details of fitting are

empirical, but they are transparent to the user.

Compared to the linear fitting method, it is difficult to understand how CNN methods derive the

results, even though the Grad-CAM can qualitatively inform us the important features the network

uses. In the traditional fitting method, the gap width is proportional to some powers of planet mass,

disk viscosity, and h/r at a given St. We can use some other ways to constrain some parameters and

then narrow down the planet mass. In classification or single-output regression CNN models, we

can only get a single prediction for these parameters when we apply them to observations. Deep

neural networks are intrinsically highly non-linear. For an input image, these models are more of

methods that help pick up an image in a training set with the most similar feature than methods of

finding intrinsic relationships. The user can use their own knowledge to interpret why the planet
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mass returned by a CNN model is as such (e.g., if the planet mass is low, the user can make sense

of it by noticing the gap is narrow.), but the network itself cannot inform this to the user. Instead of

using a linear fitting with many assumptions, it helps the user to find the most closed-match model

for an input. In some sense, the classification and single-output regression models can be seen

as another way to present all the simulations in Zhang et al. (2018b) by providing an automated

tool to find a closed-match. Surprisingly, multi-output regression models can possibly solve this

problem. For instance, the multi-output regression PGNets can help us find the exact relation of

the degeneracy between planet mass and disk viscosity among simulations (Figure 4.5). There are

hopes that we can learn valuable insights from CNN models.

Finally, compared to a detailed modelling, the prediction can only be as good as the physics

included in the simulations. While our simulations span a large parameter space, they cannot cover

every possible situation. For instance, we cannot predict planet masses below 11 M� or above 3

MJ . A planet with a lower mass than 11 M� can only be predicted as massive as that. Only one

planet is put into the simulation, and its orbit is fixed. Thus, the model cannot be used to study

multiple planets carving a common gap. However, if planets lead to several gaps and they do not

influence each other, we can treat them as individual single gaps by masking others. Note that

if we assume that one planet can carve two gaps (Dong et al. 2018d; Bae & Zhu 2018a;c) and

the secondary gap is at 0.5 - 0.7 rp, we can input all the gaps into CNN models since our CNN

models have been trained with data which have these secondary gaps generated by a single planet.

The model does not consider migration, which can lead to a different gap shape (Nazari et al.

2019; Kanagawa et al. 2020). The gap substructure can also change with time. The disks are at

1000 orbits, which is 1 Myr for a planet at 100 au or 0.1 Myr for a planet at 20 au. We used 2D

simulations, but the situation in 3D might be different. We neglected the self-gravity of the disk

164



and the thermodynamic processes. These effects will also change the shape of the gap (Zhang &

Zhu 2020; Miranda & Rafikov 2020b;a; Ziampras et al. 2020; Rowther et al. 2020). The dust in

our simulations was treated as passive test particles. In reality, the dust’s back-reaction onto the gas

is important (Kanagawa et al. 2018; Yang & Zhu 2020; Huang et al. 2020b; Hsieh & Lin 2020).

When producing the synthetic image, we neglected scattering, but it can affect the images when the

disk is optically thick (Liu 2019a; Zhu et al. 2019). The dust was also assumed to be settled. Not

to mention that it is very likely that some substructures can have non-planet origins (e.g., snowline

and MHD effects). On the other hand, with more physical processes understood and included in

simulations, CNNs can be used to make predictions.

4.6.4 Future Perspectives

This line of work can also be applied to infer the Stokes number St of particles in the disks.

The Stokes number is highly correlated to the gap width and depth. Measuring St can help us

understand the particle size and dust settling.

The gas component is more massive and has a larger radial and vertical extent than the dust in

protoplanetary disks. The (sub)mm molecular line observations also contain velocity information

at different disk positions, leading to a 3D datacube. One can infer planet mass from kinematic

features in channel maps, such as the kink and the deviation from Keplerian velocity (Pinte et al.

2018b; Teague et al. 2018b). In star formation, CNN models have already been used on the whole

3D datacube (Xu et al. 2020b;a). This can possibly be applicable in protoplanetary disks as well.
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4.7 Conclusions

Substructures are found to be ubiquitous in protoplanetary disks. If some of them are induced

by planets, the increasing number of high-resolution protoplanetary disk observations is revealing

the population of young forming planets.

The properties of these substructures (e.g., the width and depth of the gap) are related to the

planet mass. Previous works used either fined-tuned models or linear fitting on a large parameter

space to infer the planet mass. Instead, we used Convolutional Neural Networks to predict the

planet mass directly from radio dust continuum images. To train the CNNs, we use data from syn-

thetic observations in Zhang et al. (2018b) and some new simulations. We built both classification

and regression models. The classification models can predict five planet masses ranging from 11

M� to 3 MJ . The VGG-like model can reach 89% accuracy, whereas the ResNet model can reach

92% accuracy. The accuracies for less massive planets are lower. They are higher for more massive

planets. The regression model can predict planet mass and disk viscosity at the same time. Similar

to the classification model, it predicts more massive planets with higher accuracy. The standard

deviation of the prediction is around 0.16 dex. The prediction of a has uncertainty around 0.23

dex, and can be used to constrain the disk turbulence.

CNN models cannot fully break the degeneracy between the planet mass and disk viscosity. It

tends to over(under)-predict them at the same time. However, it is surprising that this degeneracy

relationship can be easily found in CNNs without the need of theoretical knowledge (Kanagawa

et al. 2016a) and detailed fitting and tuning (Zhang et al. 2018b). This shows the potential of CNNs

as diagnostic tools.

Using Grad-CAM, we showed that the networks indeed catch the important feature, i.e., gaps,
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in predicting the planet mass. We also applied the networks to several DSHARP gaps and found

the predictions are reasonable compared with the traditional method in Zhang et al. (2018b). The

code, along with that of the traditional method, is also provided.

The CNN methods are fast compared to fined-tuned models. It is more convenient than the

linear fitting method since one can get a prediction instantaneously as long as an image is provided.

The network can also be easily updated with more data or physical processes. It preserves the 2D

information that should help break the degeneracy between planet mass and disk properties. The

regression model can predict several quantities at the same time. Unlike the traditional method,

predicting shallow and narrow gaps takes the same amount of effort using CNNs, even though the

prediction still has higher uncertainty in this regime.

There are also several shortcomings for CNN models. Different architectures or training proce-

dures might lead to different predictions. The CNNs are not transparent, and it is difficult to know

how exactly the networks work. Lastly, in contrast to the detailed modelling, the robustness of our

CNNs ultimately is limited by our training data (simulations), i.e., the physical processes included.

The methods are more suitable for a large disk sample to obtain statistical trends of a young

planet population. For individual disk, we can use this method to narrow down the parameter space

for detailed simulations. Overall, the traditional linear fitting method (e.g., Zhang et al. 2018b) still

provides users more control on the input disk parameters, while the wide choice of tools in CNNs

(e.g., classification and regression) and diagnostic tools (Grad-CAM) start to make CNNs more

robust.
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CHAPTER 5 The Effects of Disk Self-Gravity And Radiative Cooling on the Formation of Gaps

And Spirals by Young Planets

Shangjia Zhang,1 Zhaohuan Zhu1

1Department of Physics and Astronomy, University of Nevada, Las Vegas, 4505 S. Maryland Pkwy,

Las Vegas, NV, 89154, USA

5.1 Abstract

We have carried out two-dimensional hydrodynamical simulations to study the effects of disk

self-gravity and radiative cooling on the formation of gaps and spirals. (1) With disk self-gravity

included, we find stronger, more tightly-wound spirals and deeper gaps in more massive disks.

The deeper gaps are due to the larger Angular Momentum Flux (AMF) of the waves excited in

more massive disks, as expected from the linear theory. The position of the secondary gap does

not change, provided that the disk is not extremely massive (Q & 2). (2) With radiative cooling

included, the excited spirals become monotonically more open (less tightly-wound) as the disk’s

cooling timescale increases. On the other hand, the amplitude and strength of the spirals decrease

when the cooling time increases from a small value to ⇠ 1/W, but then the amplitude starts to

increase again when the cooling time continues to increase. This indicates that radiative dissipation

becomes important for waves with Tcool ⇠ 1. Consequently, the induced primary gap is narrower

and the secondary gap becomes significantly shallower when the cooling time becomes ⇠ 1/W.
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When the secondary gap is present, the position of it moves to the inner disk from the fast cooling

cases to the slow cooling cases. The dependence of gap properties on the cooling timescale (e.g.,

in AS 209) provides a new way to constrain the disk optical depth and thus disk surface density.

5.2 Introduction

Protoplanetary disks from ALMA observations reveal many substructures (e.g., gaps, rings,

and spiral arms) in dust continuum emission (Andrews et al. 2018a; Long et al. 2018b; Pérez et al.

2016). Among them, the most common features are concentric gaps and rings (Huang et al. 2018c).

There are many interpretations for these features, such as zonal flows (Flock et al. 2015), aggregate

sintering (Okuzumi et al. 2016a), secular gravitational instabilities (Takahashi & Inutsuka 2014),

self-induced dust pile-ups (Gonzalez et al. 2017), dust growth at snowlines (Zhang et al. 2015a;

Pinilla et al. 2017b), planet-disk interactions (de Juan Ovelar et al. 2013; Dong et al. 2015c), and so

on. Recent high-resolution observations for a relatively large sample of disks (Huang et al. 2018c;

Long et al. 2018b; van der Marel et al. 2019) conclude that snowlines cannot consistently match

the positions of these gap features, but it may still apply to individual objects.

Of all the exciting scenarios, this paper focuses on the interpretation of planet-disk interactions.

Assuming these features are due to the planets, many authors infer the planet mass from the gap

properties by comparing observations with hydrodynamical simulations. These properties include

gap width and depth in dust emission (Zhang et al. 2018b), and sub/super keplerian rotational

velocity in CO channel maps (Teague et al. 2018b; Zhang et al. 2018b; Gyeol Yun et al. 2019).

Most past works associate each gap with a planet. Recent simulations show more promising results

that one single planet can explain up to five gaps in ALMA observations (Bae et al. 2017a; Guzmán
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et al. 2018; Zhang et al. 2018b). These multiple gaps that are induced by a single planet is due to

the presence of multiple spirals, which results from constructive interference of the density waves

at different m modes in the inner disk (Bae & Zhu 2018a;c; Miranda & Rafikov 2019b). The one-

armed spiral opens the primary (major) gap at the position of the planet, and the secondary spiral

opens the secondary gap in the inner disk and so on. The spacing of the gaps is also useful to

constrain the gaseous disk scale height h/r since the ratio of the positions between the secondary

gap and the primary gap mainly depends on the disk h/r (Dong et al. 2018d; Zhang et al. 2018b).

If we can further constrain h/r using other observables like gap widths and depths, we can use the

position of the secondary gap to even constrain the planet mass (Kanagawa et al. 2015a; 2016a;

Bae et al. 2017a; Zhang et al. 2018b; Gyeol Yun et al. 2019).

However, most simulations that are used to infer the planet mass from the disk substructures

neglect the (1) self-gravity from the disk and (2) radiative cooling. For the latter, they employ

locally isothermal Equation of State (EoS) instead, which is equivalent to instant cooling. These

two simplifications might not be valid to realistic disks. Consequently, the planet masses inferred

from observations might be subject to systematic errors. Self-gravity and radiative cooling can

play essential roles in some disks.

Several recent works suggest disks might be more massive than previously thought. Booth

et al. (2019) measure the HD 163296 disk mass using 13C17O line, and find the gas mass is a factor

of 2-6 higher than previously estimated using C18O. Using the DSHARP opacity (Birnstiel et al.

2018) and optical-thin assumption, Zhang et al. (2018b) find that Toomre Q at the gap edges are

. 10 for most of the disks (see Table 3 therein). Among the same series of papers, Dullemond

et al. (2018) also find that most of the prominent rings are marginally gravitationally stable if

the gas-to-dust ratio is 100 (see Figure 7 therein). Furthermore, Zhu et al. (2019) suggests that
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these disks might be very optically thick, even though dust scattering makes these disks look like

optically thin. Without the assumption of the dust opacity, Powell et al. (2019) analyze seven disks

by measuring the locations of “dust lines”—the cutoff radii of continuum emission—at different

wavelengths, and also find all of those disks have Q . 10, with several approaching unity. For

these reasons, disk self-gravity can become quite important for the interactions between planets

and disks.

The disk should also have orders of magnitude difference in cooling time at different radii (Zhu

et al. 2015a; Miranda & Rafikov 2019c). Assuming the Minimum Mass Solar Nebula (MMSN),

the cooling is faster at the outer disk and slower at the inner disk — 7 orders of magnitude of

the cooling time between 1 au (105/W) and 100 au (10�2/W) (Zhu et al. 2015a). The fast cool-

ing resembles the locally isothermal disk, whereas the slow cooling represents the adiabatic disk.

However, it is unclear how the disk might look like beyond these two extremes. Radiative cool-

ing with different cooling timescales at different locations in disks might further change the disk

substructures.

In this paper, we study spirals and gaps induced by planets in disks with non-negligible self-

gravity and radiative cooling. In Section 5.3, we lay out the theoretical background of the linear

theory and some basic quantities being used throughout the paper. In Section 5.4, we introduce the

simulation setups. In Section 8.4, we present the results after adding these two physical processes

separately, and also explore a situation that includes both self-gravity and radiative cooling. We

also compare our simulation results with previous analytical results from Goldreich & Tremaine

(1980) and Miranda & Rafikov (2019b). In Section 8.5, we quantify the change of AMF and

discuss the observational implications in linear regime. Then, we take AS 209 disk as a test bed

for these two processes, and address some limitations of our simulations. Finally, we conclude this
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paper in Section 7.8.

5.3 Theoretical Background

Goldreich & Tremaine (1978; 1979; 1980) develop the linear theory for planet-disk interac-

tions. This theory produces insightful analytical results which can be used to understand numerical

simulations on planet migration and gap opening.

In order to study planet-disk interactions in the linear regime, the planet mass should be less

than the thermal mass (Goodman & Rafikov 2001)

Mth =
⇣h

r

⌘3

p
M⇤ = 1MJ

⇣(h/r)p

0.1

⌘3 M⇤
M�

, (5.1)

where (h/r)p is the disk’s aspect ratio at the planet’s position. M⇤ is the mass of the central star. At

the thermal mass, the gaseous disk scale height is comparable to both the Hill and Bondi radii of

the planet, and the distance between the planet and spiral shock forming region is comparable to

the planet’s Bondi radius so that spiral shocks begin to affect planet accretion (Béthune & Rafikov

2019). If Mp & Mth, the density wave excited by the planet starts from the non-linear regime,

so that the spiral waves immediately become spiral shocks after the wave excitation. Below the

thermal mass, the spiral shock region can be well separated from the wave launching area. Most

of the simulations in this paper have Mp . Mth, but we also explore several cases in the high mass

regime.

Angular momentum transport is one of the key aspects in the accretion theory. In the linear

theory, the changing rate of the angular momentum in the disk enclosed within a radius r is equal
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to the planet’s torque G on that region minus the Angular Momentum Flux1 (AMF) FJ that flows

out of the region, that is

dL
dt

= G(r)�FJ(r). (5.2)

5.3.1 Torque

The first term on the right-hand side of Equation 5.2 is the planet’s torque to the disk region within

r,

G = �
Z

disk
S(~r ⇥~F)d f =

Z

r

dT
dr

dr, (5.3)

as in Kley & Nelson (2012), where

dT
dr

(r) = r
Z 2p

0
S(r,f)

∂Fp

∂f
df (5.4)

is torque density and Fp is the planet’s potential in the disk coordinate,

Fp = �
GMp

�
r2

p + r2 �2rprcos(f �fp)+ s2
 1/2 , (5.5)

where rp, fp are planet’s position in radial and azimuthal directions and s is the smoothing length

used in simulations to avoid the singularity of the planetary potential. The planet feels the opposite

torque, which leads to planet migration if the torque from the inner disk is not balanced by the

torque from the outer disk.

1This is coined as angular momentum current in Binney & Tremaine (2008), denoted by capital
“C”.
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Goldreich & Tremaine (1980) derive the one-sided torque as

FJ0 = (Mp/M⇤)
2h�3

p Spr4
pW2

p (5.6)

where Wp is the angular frequency of the planet (all the “p” as a subscript in the paper refers to

that quantity evaluated at the position of the planet). This value is commonly used to normalize

the torque and AMF.

5.3.2 AMF

The second term on the right-hand side of Equation 5.2 is the AMF carried by the disturbance (e.g.,

spiral waves). The angular momentum carried by the spiral waves will be eventually deposited to

the background disk to induce gaps in disks. In order to understand the gap properties, such as

depth, width, and secondary gap positions, it is necessary to understand the AMF of the spiral

waves. With disk self-gravity included in the analysis, AMF has two components, advective AMF,

FA, and gravitational AMF, FG (Lynden-Bell & Kalnajs 1972; Goldreich & Tremaine 1979). The

latter only occurs in self-gravitating disks. The total AMF is, FJ = FA +FG.

FA is the advective transport of angular momentum due to the motion of the fluid and leads to

a flow of angular momentum through circumference at radius r. It is also related to the Reynolds

stress in turbulence studies. It can be calculated as,

FA(r) = r2S(r)
I

ur(r,f)uf (r,f)df , (5.7)

where S is the gaseous disk surface density and ur and uf are the velocity perturbations in the r
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and f directions.

FG is due to the non-axisymmetric part of the disk potential. The spiral structure produces a

spiral gravitational field, which exerts torque and transfers angular momentum from one part of the

disk to another. It is non-zero in self-gravitating disks and becomes important when the following

Tommre Q parameter is small,

Q =
csW
pGS

, (5.8)

where cs is the sound speed and cs = (h/r)vf . Given fixed cs and W, a smaller Q means a higher

disk surface density. When Q = 1, the disk becomes gravitationally unstable. The value of FG is

the torque exerted to the inner disk,

FG(r) =
Z r

0
dr0r0

Z 2p

0
dfS∂Fout

∂f
, (5.9)

where Fout is the disk potential at r (the formula is the same as Equation 5.4, except that Fp

is replaced with Fout). For trailing spiral arms, the angular momentum is transferred from the

inner to the outer disk, since the inner disk exerts positive gravitational torque on the outer disk

(Lynden-Bell & Kalnajs 1972; Binney & Tremaine 2008).

Note that, in globally isothermal disks, the total AMF is conserved (dFJ/dr = 0) based on

the linear theory (Goldreich & Tremaine 1979). However, as Miranda & Rafikov (2019c) point

out, this is not the case in locally isothermal disks due to the torque applied onto the wave by

the background shear flow (this is also reported in Lin & Papaloizou 2011; Lin 2015). In locally

isothermal disks, d(FJ/c2
s )/dr = 0 is conserved.

In the linear theory, all quantities can be further Fourier decomposed into individual m harmon-
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ics,

h(r,f) =
•

Â
m=�•

hm(r)eim(f�fp) (5.10)

where h can be ur, uf , and S, and hm is a complex number. Putting ur(r) and uf (r) in Equation

5.7,

FA(r) = 2pr2S(r)
•

Â
m=�•

ur,m(r)u⇤
f ,m(r)

= 4pr2S(r)
•

Â
m=0

¬[ur,m(r)u⇤
f ,m(r)].

(5.11)

The second equality holds because the Fourier transform of real signals is Hermitian. If FA is

expanded with positive integer harmonics (the m = 0 term is always zero),

FA(r) =
•

Â
m=1

FA,m(r), (5.12)

each m component of the advective AMF can be expressed as,

FA,m(r) = 4pr2S(r)¬[ur,m(r)u⇤
f ,m(r)]

= 4pr2S(r)
⇣

¬[ur,m(r)]¬[uf ,m(r)]+¡[ur,m(r)]¡[uf ,m(r)]
⌘
,

(5.13)

which is identical to the result using continuous Fourier transform in the shearing sheet geometry

(Dong et al. 2011b; Rafikov & Petrovich 2012). Likewise, the total AMF can be expanded as,

FJ(r) =
•

Â
m=1

FJ,m(r). (5.14)

The sum goes to infinity, but the normalized AMF (FJ,m/FFJ0) reaches the maximum at m ⇠
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(1/2)/(h/r) and becomes ⌧ 1 at several 1/(h/r). Thus, the sum can stop at some m (Goldre-

ich & Tremaine 1980; Artymowicz 1993b;a; Ward 1997), which is known as the “torque cutoff”.

Relative Importance Between FA And FG

Here we discuss the relative importance between FA and FG. We borrow the WKB solutions in

the tightly-wound limit (k � 1/R) obtained by Goldreich & Tremaine (1979). Their analytical

solution for the advective AMF is,

FA = � pmrSk
2pGS|k|� k2c2

s

⇣
1� c2|k|

2pGS

⌘2
F(r)2. (5.15)

where F(r) is the amplitude of the perturbed disk gravitational potential in the form of WKB

solution. The gravitational AMF is,

FG = sgn(k)
mrF2(r)

4G
. (5.16)

Taking the ratio between the FA and the FG, and define the critical wave number kcrit (Binney &

Tremaine 2008) as,

kcrit =
W2

2pGS
=

Q
2

W
cs

=
Q
2h

, (5.17)

we get,

FA

FG
= 2
⇣Q2

4
|k|

kcrit
�1
⌘

= 2
⇣ |k|

kcross
�1
⌘
, (5.18)

where kcross = 4kcrit/Q2 = 2/Qh. When |k| = (3/2)kcross, advective AMF and gravitational AMF

have equal contribution, and we denote that |k| as keq. keq = (3/2)kcross = 3/Qh. When |k| ¡ keq,

177



FG has larger contribution, whereas when |k| > keq, FA contributes more. Hence, to compare the

relative importance of FA and FG, we just need to compare the characteristic values of |k| and keq.

Plugging Equations 5.8 and 5.17 into the dispersion relation,

w̃2 = W2 �2pGS|k|+ c2
s k2, (5.19)

where w̃(r) = m[Wp �W(r)] and W(r) is the angular velocity of the disk, we get the absolute value

of the wave number in unit of kcrit ,

|k|
kcrit

=
2
Q

(
m2

 
1� r3/2

r3/2
p

!2

�
⇣

1� 1
Q2

⌘)1/2

+
2

Q2 . (5.20)

Here we choose the positive sign in front of the first term since it corresponds to the short wave that

propagates beyond Lindblad resonances in disks (the negative sign solution corresponds to the long

wave that is restrained inside Lindblad resonances and outside the forbidden region; see Figure 2

in Lovelace et al. 1997, Figure 6.14 in Binney & Tremaine 2008 and Equation 19 in Goldreich &

Tremaine 1979 for details). Note that this equation reduces to the following (Ogilvie & Lubow

2002; Bae & Zhu 2018a) as Q ! •,

|k|
m

=
W
cs

�����

⇣
1� r3/2

r3/2
p

⌘2
� 1

m2

�����

1/2

. (5.21)

With Equation 5.20, we evaluate the ratio of the |k| and keq at the effective locations of Lindblad

resonances. While both sound pressure and self-gravity shift the positions of the Lindblad reso-

nances (Pierens & Huré 2005), we only account for the contribution from the pressure effect for
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simplicity. The locations of the resonances become,

r = rp

(
1±

⇥
1+m2(h/r)2⇤1/2

m

)2/3

. (5.22)

At these radii, the ratio reads,

|k|
keq

=
Q
3

(
m2(h/r)2 +

1
Q2

)1/2

+
1
3
. (5.23)

As Q ! •, the ratio |k|/keq ! •, which means that FG has no contribution to the total AMF.

However, when Q = 5 and we adopt m = (1/2)/(h/r), |k| ⇡ keq. Hence, FG contributes comparable

amount of AMF as FA. This simple calculation shows that as Q becomes smaller, the gravitational

AMF becomes increasingly important and will exceed the contribution of the advective AMF at

very low Q.

We caution that the detailed analysis on the relative importance of FA and FG requires numer-

ically solving the linearized equations and is beyond the scope of this paper. In this paper, since

we focus on disks with Q & 5, we will only discuss FA for simplicity. As shown in Section 5.6.4,

we find that when Q ⇠2, the gap edge quickly becomes unstable even though the disk itself is

gravitationally stable.

Calculation of the Total AMF

Here we summarize the calculation of the total AMF in the linear theory. In regions far from

corotation (|r � rp|/rp ! •), advective AMF dominates (FA � FG, Goldreich & Tremaine 1980).

Since FJ is conserved at different radii, FJ equals FA far from corotation where WKB solutions
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(of Equation 83 therein) are valid. The analytical solution can be obtained (Goldreich & Tremaine

1978) at the following condition (Goldreich & Tremaine 1980),

m(h/r) ⌧ min
⇣Q2 �1

3Q2 ,1
⌘
. (5.24)

The resulting AMF is given by,

FWKB
J (m) =

4
3

m2S
W2

⇣GMp

R

⌘2
{2K0(2/3)+K1(2/3)}2, (5.25)

where the last term is around 6.35, and K0 and K1 are zeroth and first order modified Bessel function

of the second kind. The value of FWKB
J (m) is approximately equal to 8.47 m2FJ0. However, the

condition (5.24) is not always satisfied in the disk. The analytical solution deviates from the exact

solution when m & 1/(h/r), or disk self-gravity is important (m & Q2�1
3Q2 ). At this regime, Goldreich

& Tremaine (1980) numerically integrate the WKB trial solutions for each m harmonic at given Q

and obtain FJ(m,Q), expressed in unit of FWKB
J (m) (see Figures 2 and 3 therein and Figures 5.3

and 5.4 in this paper). Summing up each m mode, the total AMF is given by,

FJ = f (Q)
FWKB

J (m)

m2 ⇡ 8.47 f (Q)FJ0, (5.26)

where FJ0 is expressed in Equation 5.6, and f (Q) is a factor, which is a function of Q. From

Goldreich & Tremaine (1980),

f (Q) =
1
3

µ3
max =

Z •

0
dµµ2 FJ(m,Q)

FWKB
J (m)

, (5.27)
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where µ = mcs/Wr = m(h/r). The coefficient FJ/FJ0 ⇡ 0.93 if Q = • and FJ/FJ0 ⇡ 8.6 if Q = 2,

which means that more massive disks (with lower Toomre Q values) have higher AMF. We will

compare this analytical solution with our simulation results in 5.5.1.

5.3.3 Pitch Angle

The pitch angle b is defined as the angle between the direction of the line tangent to the spiral arm

and the azimuthal direction in the disk. If the spiral arms have m-fold rotational symmetry, and k

is the radial wave number under the WKB approximation,

b = tan�1�m
kr
�
. (5.28)

The dispersion relation for the spiral wave in the tightly wound limit (Equation 5.19) can also be

used to derive the pitch angle. In the absence of disk self-gravity, the middle term on the right hand

side of Equation 5.19 becomes zero. Thus, by manipulating Equation 5.21, the pitch angle for the

m mode is,

tan(b ) =
m
kr

=
cs

n
|Wp �W|2 � W2

m2

o1/2 . (5.29)

If m � 1, different m modes have the same pitch angle and interfere with each other (Ogilvie &

Lubow 2002), so that

tan(b ) =
m
kr

=
1
r

cs

|Wp �W| . (5.30)
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When the disk self-gravity is non-negligible, we can rewrite Equation 5.20 to derive the pitch angle

tan(b ) =
1
r

cs
n

|Wp �W|2 � W2

m2

�
1� 1

Q2

�o1/2
+ W

mQ

. (5.31)

Compared to Equation 5.29, two additional terms are (W/mQ)2 within the square root and W/mQ

outside the square root. When Q � 1, Equation 5.31 reduces to Equation 5.29. Equation 5.31 also

indicates that the pitch angle becomes smaller for higher disk masses (with smaller Q). However,

this effect is not strong unless Q is very close to unity. For example, when m � 1, Equation 5.31

reduces to Equation 5.30 even in massive disks. Thus, different m modes should still have the same

pitch angle and interfere with each other unless Q is close to one. The effect should be stronger

in the inner disk than the outer disk since W decreases with r. We will confirm this pitch angle

calculation using our simulations in Section 5.5.1.

5.3.4 Orbital Cooling

Miranda & Rafikov (2019c) carry out linear analysis on locally isothermal disks with temperature

varying with the radius and run simulations to show that the spiral wave absorbs AMF from the

background when it is propagating to hotter regions, resulting in higher AMF and higher density

perturbation. The phenomenon is unique to locally isothermal disks. It would not happen even if

the adiabatic disk is very close to locally isothermal (g is very close to 1). They advocate that the

inclusion of the energy equation would result in weaker density waves and shallower gaps. Thus,

planet masses inferred from previous locally isothermal simulations might be systematically lower

than their actual masses.

Besides running locally isothermal simulations, we further study this issue by carrying out
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adiabatic simulations with a simple orbital cooling prescription. The adiabatic EoS is

P = (g �1)E. (5.32)

where E is the internal energy per unit area and g is the adiabatic index. We adopt g = 1.4 in this

study. Since the energy equation is solved in simulations with the adiabatic EoS, we can prescribe

the effect of radiative cooling using the orbital cooling approach:

dE
dt

= �E � cvSTirr

tcool
, (5.33)

where S is the disk surface density. Tirr is the disk initial temperature, which is determined by the

stellar irradiation in realistic disks. cv ⌘ R/(µ(g �1)) is the heat capacity per unit mass, R ⌘ k/mH

is the specific gas constant, k is the Boltzmann constant, µ is the mean molecular weight, mH is

the atomic unit mass, and tcool is the cooling time. It is useful to define the dimensionless cooling

time

Tcool = tcoolW(r). (5.34)

Thus, Tcool is tcool in the unit of orbital time over 2p . This prescription is identical to Zhu et al.

(2015a) and similar to the b -cooling in Gammie (2001). Small Tcool means fast cooling. Thus, the

adiabatic disk with fast cooling should be closer to the isothermal disk, whereas large Tcool means

slow cooling, and this disk is closer to the adiabatic disk without cooling. In the rest of the paper,

we simply use adiabatic disks to refer to the adiabatic disks without cooling.

To estimate Tcool in realistic disks, we follow Zhu et al. (2015a) which use the radiative cooling
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rate of

dE
dt

= �16
3

s(T 4
mid �T 4

irr)
t

1+ t2 , (5.35)

where s is the Stefan-Boltzmann constant, t = (S/2)kR is the optical depth in the vertical direc-

tion, kR is the Rosseland mean opacity normalized to the gas surface density assuming dust-to-gas

ratio is 1/100, kR = kR(amax,T ), and Tmid is the midplane temperature. Assuming E = cvSTmid and

using Equations 5.33 and 5.35, we can derive

tcool =
3Scv

16s(T 2
mid +T 2

irr)(Tmid +Tirr)

1+ t2

t
. (5.36)

Approximating Tmid = Tirr = Td , where

Td(r) =

8
>>><

>>>:

⇣
fL⇤

8pr2s

⌘1/4
r  rTf

Tf r > rTf

(5.37)

where f = 0.02, representing flaring angle (Dullemond et al. 2018), and L⇤ is the stellar luminosity.

We assume the disk temperature decreases as r and at a given radius it reaches a minimum floor

temperature Tf , setting by the background heating processes (e.g., cosmic rays). This radius is

rTf = 39 au
⇣ Tf

20 K

⌘�2⇣ L⇤
L�

⌘1/2⇣ f
0.02

⌘1/2
. (5.38)

184



The dimensionless cooling time becomes,

Tcool = 0.015
⇣ f

0.01

⌘�1⇣kR(amax,Td)

1 cm2g�1

⌘�1⇣ L⇤
L�

⌘�3/4⇣ f
0.02

⌘�3/4

⇥
⇣M⇤

M�

⌘1/2
(1+ t2)

8
>>><

>>>:

1 r  rTf

� r
rTf

��3/2 r > rTf

,

(5.39)

where f is the dust-to-gas mass ratio. For a given protoplanetary disk interior to rTf , and assuming

constant f , Tcool only depends on the Rosseland mean opacity in the optically thin limit, whereas

Tcool µ t2/kR in the optically thick limit. Within rTf , it does not explicitly depend on r (the

Rosseland mean opacity depends on the temperature which varies with the radius). Note that

this optical depth is different from the optical depth in the dust continuum observation, since the

Rosseland mean opacity is used for the cooling process. Aside from the optical depth effect,

higher opacity, higher stellar radiation, larger flaring angle and smaller stellar mass would make

Tcool smaller and vice versa. We also ignore energy diffusion in the radial direction (Goodman &

Rafikov 2001), which might be important for very optically thick disks.

Here we provide several typical values of kR at different temperatures for references. Using

the DSHARP opacity (Birnstiel et al. 2018), the Rosseland mean absorption opacity for the dust

population with the maximum dust size amax = 1 mm and the size distribution n(a) µ a�3.5 is

kR(20 K) = 0.21 cm2g�1, kR(40 K) = 0.48 cm2g�1 and kR(125 K) = 1.03 cm2g�1.

For a solar-type star, suppose S = 100 g cm�2, f = 0.01 at 10 au and T = 40 K, Tcool ⇠ 20,

which is approaching the adiabatic limit. Suppose S = 1 g cm�2, f = 0.01 at 100 au, and T = 20

K, Tcool ⇠ 0.02, which is on the locally isothermal limit. Thus, the Tcool estimated from the gap

substructures can help constrain the optical depth thus the surface density of the disk. We will use
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this argument to constrain the surface density at ⇠ 100 au of the AS 209 disk in Section 5.6.3.

5.4 Method

To test the effects of disk self-gravity and radiative cooling on planet-disk interactions, we

run four sets of 2D hydrodynamical simulations. We use FARGO-ADSG (Baruteau & Masset

2008a;b; Baruteau & Zhu 2016) in the first three sets and Athena++ (Stone et al. 2020, in prep)

in the fourth set. For all the simulations, we fix the planet in circular orbits and do not consider

planet migration. We apply the evanescent boundary condition to all the simulations. We choose

not to include the indirect term for separating its effect from the effects studied in this paper. Our

simulation setups are motivated and based on Bae & Zhu (2018a) and Bae et al. (2017a). We keep

all the parameters the same but add disk self-gravity or/and radiative cooling. We denote them as

B18 (Set 1) and B17 (Set 2), respectively. We denote simulations with adiabatic EoS and radiative

cooling as AD, and simulations with self-gravity as SG. For example, a simulation that is built on

Bae et al. (2017a) with both orbital cooling and self-gravity is written as B17ADSG. We also run a

set of simulations AS209 (Set 3) including radiative cooling and self-gravity with massive planets

by adopting the parameters in the AS 209 a varying model in Zhang et al. (2018b) ({(h/r)p, a ,

Mp} = {0.05, 3 ⇥ 10�4(r/rp)2, 1 Mth}). The Athena++ (Stone et al., 2020 in prep) simulations

(Set 4) have the same setup as B17 and B17AD to verify the results. All the simulations that appear

in this paper are summarized in Table 1 in (Zhang & Zhu 2020), and descriptions are detailed as

follows.

(1) B18 focuses on the linear regime of planet-disk interactions with very low mass planets.

This setup is also adopted in Miranda & Rafikov (2019c). The planet mass Mp = 0.01 Mth. The
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aspect ratio at rp is (h/r)p = 0.1. The gas surface density is S µ r�1. The disk temperature is

T (r) µ r�0.5 (h/r µ r0.25) with the locally isothermal EoS. The disk viscosity a is 0 (inviscid). The

inner boundary is 0.05 rp, whereas the outer boundary is 5.0 rp. The damping regions are inside

0.06 rp and outside 4.6 rp. We run five simulations with Q = • (non-selfgravitating), 100, 10, 5,

and 2, where Q is evaluated at rp. The self-gravity smoothing length is 0.3 h. Given the density

and temperature profiles, Q is larger at the inner disk and smaller at the outer disk. Q µ r�4/3

and Q at the inner (outer) boundary is 9.5 times (0.30 times) the value at rp. The resolution in

(logarithmically spaced) r and f directions is 4096 ⇥ 5580. There are ⇠ 89 grid cells per scale

height in the r direction. The planet potential is in the form of Equation 5.5 and the smoothing

length s is 0.6 h. The implementation of the Poisson equation solver for self-gravity can be found in

Baruteau & Masset (2008b). To study the AMF in simulations with adiabatic EoS and temperature

varying with the radius, we also run three simulations (B18AD) with lower resolution (2048 ⇥

2790) for Tcool = 10�4, 10�3 and 0.01 cases.

(2) B17 focuses on gap opening by more massive planets. These simulations start with globally

isothermal disks. While one subset keeps the temperature constant, the other subset (AD) allows

the disk to cool. The aspect ratio (h/r)p = 0.07, with h/r µ r0.5 so that T is a constant. The disk

viscosity a = 5 ⇥ 10�5, and the gas surface density S µ r�1. The inner boundary is 0.2 rp and the

outer boundary is 2.0 rp. The damping regions are inside 0.24 rp and outside 1.6 rp. The planet

smoothing length s is 0.1 h. If the self-gravity is included, the self-gravity smoothing length is 0.3

h. Q µ r�1/2 and Q at the inner (outer) boundary is 2.2 times (0.71 times) the value at rp. The

resolution is 2048 (logarithmically spaced) ⇥ 5580 in the r and f directions, so that dr:df ⇡ 1:1

for every grid in the domain. There are ⇠ 62 grid cells per scale height in the r direction. The
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planet mass grows with time as Mp = Mp, f sin2(p
2

t
tgrow

), and tgrow is 20 tp for 0.1 Mth, 60 tp for 0.3

Mth and 100 tp for 1 and 3 Mth, where tp = 2p/W is the orbital period of the planet. The planet

grows to its full mass at tgrow and stays constant afterwards. We mainly use Mp = 0.3 Mth cases to

study the gap opening, but some instability has developed for the Q = 2 disk before its planet grows

to the full mass, complicating the analysis. Thus, we add four simulations (Mp = 0.3 Mth, and Q =

100, 10, 5 and 2) with tgrow = 10 tp. This set of simulations with a shortened planet growing time

is almost identical to the previous one at the time step we choose to analyze, but now the planet

grows to its full mass before the instability occurs. Overall, we have Q = •, 100, 10, 5 and 2 disks,

with Mp = 0.1, 0.3, 1 and 3 Mth.

This set of simulations also includes dust, represented by 200, 000 dust super particles of

different sizes. The Stokes numbers (St) of the particles at rp ranges from 1.57 ⇥10�5 to 1.57.

The setup for dust particles is identical to Zhang et al. (2018b). The Stokes number St for particles

(also called particles’ dimensionless stopping time) is

St = tstopW =
psrp

2Sgas
= 1.57⇥10�3 rp

1gcm�3
s

1mm
100gcm�2

Sg
. (5.40)

where rp is the density of the dust particle, s is the radius of the dust particle, and Sg is the gas

surface density. We assume rp=1 g cm�3 in our simulations. The Stokes number mentioned above

is the Stokes number at the beginning of the simulations, St0. As the disk evolves, the dust sizes

are fixed, but as they can drift in the disk, the Stokes number can change.

For B17AD and B17ADSG disks, Tcool is constant everywhere in each simulation, but tcool

varies as radius since Wk µ r�3/2. We explore Tcool = 0.01, 0.1, 1, 10 and 100, covering fast cooling

to slow cooling. Note that for these simulations with cooling, the given h/r and the temperature
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profiles above are just the initial values. Their values are subject to change as the simulations

evolve. We also run a set of B17ADSG disks, which includes both radiative cooling and self-

gravity. These disks have Q = 5 at the planet’s position and Tcool = 0.01, 0.1, 1, 10 and 100.

(3) AS209 is used to test the effects of radiative cooling in the massive planet regime (⇠

thermal mass). We run a set of varying a (a = 3⇥10�4(r/rp)2) models (AS209AD) with Tcool =

0.01, 0.1, 1, 10 and 100. The (h/r)p is 0.05 and Mp is 1 Mth or 0.1 MJ if M⇤ = M�. The resolution

in the r and f directions is 1024 ⇥ 2790. With lower resolution, we are able to run the simulations

longer. We also add a set of simulations that also include self-gravity (AS209ADSG). Q is chosen

to be 5 at rp. The planet grows to its full mass at 20 tp. Other parameters are the same as (2).

(4) Athena++ simulations are used to verify the results. They include an isothermal simula-

tion and a suite of adiabatic simulations, with the same setup as Mp = 0.1 Mth, B17 and B17AD

disks in (2), except for a shorter tgrow = 5 tp. To avoid a numerical artifact due to the small

smoothing length, we use s = 0.2 h for Tcool = 100 (twice as large as what is used in the FARGO

simulation).

5.5 Results

5.5.1 Self-Gravitating Disks

To study the effects of disk self-gravity in the linear regime, we first analyze B18SG disks with

Mp = 0.01 Mth. Figure 5.1 shows the density perturbations with different disk masses in the polar

coordinate. The planet is at f = 180� and r = 1 rp. The density perturbation is

dS/S0 = (S�S0)/S0, (5.41)
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Figure 5.1: The gaseous density perturbations (dS/S0) of the inviscid self-gravitating disks
(B18SG) with a low mass planet Mp = 0.01 Mth at 10 orbits. The disk masses increase from
left to right. At the position of the planet, the Toomre Q parameters are 100, 10, 5 and 2, respec-
tively. Since the density profile goes as r�1, Q is higher at the inner disk and lower at the outer
disk. The spirals become stronger and tighter as the mass increases. This is the most evident in the
Q = 2 disk.

where S0 is the gaseous surface density at the initial condition, and S is the density at the time step

(t = 10 tp for this plot) that is analyzed. From left to right, the disk mass increases. The Toomre

Q values at the r = rp are 100, 10, 5 and 2, respectively. As the disk mass increases, the spiral

perturbations become stronger. This transition is the most evident from the Q = 5 to Q = 2 disk.

The density perturbation changes slightly until Q = 5 and has a noticeable increase from the Q = 5

to Q = 2 disk. The underlying AMF that influences the density perturbation is shown Figure 5.2.

The AMF increases as Q decreases. The AMF at Q = 100 (blue solid curve) is almost identical

to the one in the non-selfgravitating disk (black curve) and identical to the result in Figure 1(a)

in Miranda & Rafikov (2019c). As pointed out by Miranda & Rafikov (2019c), we can clearly
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Figure 5.2: The Angular Momentum Flux (AMF) of the B18, B18SG and B18AD disks calculated
from Equation 5.7 and normalized by Equation 5.6. The black curves represent the AMF (solid
curve) and torque (dotted curve) of the non self-gravitating disk, which is almost identical to Figure
1(a) in Miranda & Rafikov (2019c). The AMF increases as the disk mass increases. The AMF of
Q = 2 disk is ⇠ 3 times that of Q = 100 disk. This results in a stronger density perturbation. Short
dashed, long dashed, and dashed-dotted curves in black represent B18AD with Tcool = 0.01, 10�3

and 10�4, and with lower resolution (2048 ⇥ 2790). The Tcool = 10�4 curve is similar to the case
without cooling at such resolution.
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see that the AMF increases towards the inner disk where the disk is hotter. However, it cannot be

captured even with very small cooling time Tcool = 0.01 and 0.001, as shown by the short and long

dashed curves. Different from the locally isothermal simulation, the spiral waves cannot pick up

the AMF from the background disk when they propagate to hotter regions, even with a relatively

short Tcool . Only extremely small cooling time (Tcool = 10�4, shown by the dotted-dashed curve)

can capture this increase of the AMF towards inner disk (the slightly lower values are due to the

lower resolution). The jump of AMF is the largest from the Q = 5 to Q = 2 disk, where the AMF

value of the latter almost doubles. The increase of the AMF with a smaller Q is consistent with the

fact that the density perturbation becomes stronger with a smaller Q.

The spirals become more tightly wound as the disk mass increases. It is the most evident at

the inner disk between the Q = 5 and Q = 2 disk. This effect is consistent with the prediction in

Section 5.3 around Equation 5.31. Only when Q becomes very small, the two additional terms

become important, which makes the pitch angle smaller. Note that Q is larger than Qp in the inner

disk, given the surface density profile we choose. The changes in pitch angle would be larger if Q

is constant across the disk. This trend is also reported in Pohl et al. (2015), where their simulations

lie in the non-linear regime with higher planet masses. Hence, the decrease of pitch angle with the

disk mass applies to a large range of planet masses.

Yu et al. (2019) measure the pitch angles from 10 protoplanetary disks in near-infrared scattered-

light images and three disks in ALMA millimeter dust continuum images. They find a tight relation

between the spiral arm pitch angle and the disk mass—more massive disks have smaller pitch an-

gles. While we find that the disk self-gravity cannot lead to such significant changes in pitch

angles, spirals in scattered-light images might show more dramatic effects with disk self-gravity

which needs to be studied in future. Without the consideration of the self-gravity, the different
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pitch angles between scattered light and millimeter continuum images might be due to the verti-

cal temperature gradient (Juhász & 2018; Rosotti et al. 2019). The near-infrared scattered-light

observations probe higher atmosphere with higher temperature, thus the spirals have larger pitch

angles than those in the midplane probed by ALMA.

Comparison to the Linear Theory

In this subsection, we provide a quantitative comparison with the linear theory. In Section 5.3, we

briefly introduce the AMF in disks with and without self-gravity. The quantity we want to com-

pare is FJ(m,Q)/FWKB
J (m) (ratio of the numerically integrated m harmonics of the AMF and the

m mode AMF solved analytically; see Equation 5.27), which has been given in Figure 2 of Goldre-

ich & Tremaine (1980). Similar comparisons have been performed before in non-selfgravitating

shearing sheet simulations (Dong et al. 2011b). With our simulations, we measure the AMF at

several h away from a low-mass planet (Mp ⌧ Mth) in the inner disk. Note that the spirals will

shock at a certain distance away from the planet. This distance is lsh (Goodman & Rafikov 2001),

given by

lsh ⇡ 0.8
⇣g +1

12/5
Mp

Mth

⌘�2/5
h. (5.42)

The linear theory of wave propagation fails for |r � rp| > lsh, so the position that we measure the

AMF cannot be too far from the planet. The position should also be chosen closer to the planet as

the planet mass increases, as lsh becomes shorter with higher mass planets.

We start the comparison with a very low planet mass, Mp = 0.01 Mth in B18SG disks. Figure 5.3

shows the AMF measured at 5h, where we find the values match the linear theory the best. The blue

curve shows the ratio of the non-selfgravitating disk, and the orange curve shows the ratio of the

193



Figure 5.3: Comparison between FJ(m,Q)/FWKB
J (m) measured from simulations (Mp = 0.01 Mth,

B18SG) and calculated from the linear theory (Goldreich & Tremaine 1980). This ratio is mea-
sured at 5h (at 0.5 rp) inside of the planet and is plotted on y-axis. The x-axis is µ = mcs

WR (or m(h/r),
where (h/r)p = 0.1). The simulation results are shown in blue (Q = •) and orange (Q = 2) solid
curves, whereas the analytical results are shown in dashed curves (Q = 2 curve is the higher).
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Q = 2 disk. The ratios calculated from Goldreich & Tremaine (1980) are shown in dashed curves

(the ratio of Q = 2, FJ(m,2)/FWKB
J (m) is shown above and that of Q = •, FJ(m,•)/FWKB

J (m) is

shown below). The Q = • curve matches the linear calculation relatively well, especially at µ . 1.

As for the differences, one of the reasons is that the temperature is assumed to be constant through-

out the disk in the linear calculation, whereas T µ r�0.5 in the simulations. FJ(m,Q)/FWKB
J (m)

of the self-gravitating disk is higher than that of Q = • disk, which is consistent with the linear

theory.

To make a more proper comparison with the analytical theory, we also present B17SG disks

that are globally isothermal with Mp = 0.1 Mth. FJ(m,Q)/FWKB
J (m) at different distances from

the planet are shown in Figure 5.4 (Top panel: Q = 100 disk, Bottom panel: Q = 2 disk). Similar

to the results of isothermal shearing sheet simulations in Dong et al. (2011b), we also find a close

agreement with the linear theory when Q ! •. However, the values in Q = 2 disk are still different

from the linear theory expectation. They are lower by one order of magnitude when µ . 1 and

higher than the linear theory prediction at µ ⇠ 6. The discrepancy in the high m (or high µ) is

possibly due to the limited resolution in the azimuthal direction in simulations. We need very

high resolutions to resolve the high m modes properly with a much smaller self-gravity smoothing

kernel. As for the low m modes, it is actually not surprising to see discrepancy, since we only

measure the advective AMF, and ignore the gravitational AMF (see Section 5.3.2). In Q = 2 disks,

FG should contribute a significant amount of AMF. It should be more important when Q is even

smaller (close to 1). To match the analytical result of total AMF, one has to include FG. On the

other hand, we do see the increases of advective AMF as the Q becomes smaller. This indicates

that as the disk becomes more massive, both FA and FG increase to contribute for the increase of

total AMF, FJ . Being part of the AMF, FA alone is enough to explain the change of the density
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perturbations, i.e., the increases of FA leads to the increases of the density perturbations. It is not

necessary to add FG when we want to explain the density perturbations qualitatively.

Gap Opening

In the linear theory, if the planet mass Mp is large enough (close to or higher than Mth), the planet

can open gaps in the disk. However, the gap opening mass can be much lower, since the non-linear

effects such as shock can occur even if the system starts in a linear regime (Goodman & Rafikov

2001; Rafikov 2002). The study of gap opening is very important since gaps are observable in both

gaseous and dusty disks. They have been found ubiquitously in recent high-resolution ALMA

observations (Huang et al. 2018c; Long et al. 2018b). Assuming these gaps are due to the planet,

one might infer the planet mass from the gap width and depth (e.g., Zhang et al. 2018b). Now we

use higher mass planets to demonstrate the effect of the self-gravity on gap opening.

We first show the results of B17SG disks with Mp = 0.3 Mth, where the evolution starts in linear

regime, marginally opening gap for non-selfgravitating disk at longer time evolution. Figures 5.5

and 5.6 show the density perturbations in 2D and 1D at t = 20 tp (we use the models whose

tgrow = 10 tp here). As the Q decreases, the gap becomes deeper. Pohl et al. (2015); Li & Li (2016)

also find this effect for higher mass planets. The transition is the most evident from Q = 5 to

Q = 2 disks, where the gap depth becomes a factor of 3 stronger at the major gap where the planet

is located. The major gap is separated by the horseshoe region, thus resembles “w” shape. The

gap width changes only slightly comparing to the gap depth (see Section 5.6.2 for details). The

secondary gap is around 0.5 to 0.6 rp, the location of which does not change as the Q decreases.

To understand the density perturbations, we plot the AMF of each simulation in Figure 5.7.

The left panel shows Mp = 0.1 Mth disks and right panel shows Mp = 0.3 Mth disks. Given the same
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Figure 5.4: Similar to Figure 5.3, but for B17SG, Mp = 0.1 Mth. This ratio is measured at 2h (blue),
3h (orange), 4h (green), and 5h (red) inside of the planet. The upper panel shows the results in
Q = 100 disk, whereas the lower panel shows the results in Q = 2 disk. The dashed curves are the
same as in Figure 5.3.
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Figure 5.5: The gas density perturbations (dS/S0) of the isothermal self-gravitating disks B17SG
with a low mass planet Mp = 0.3 Mth at 20 orbits (with tgrow = 10 tp). Compared to Figure 5.1,
higher planet mass can open deeper gap and even the secondary gap (see Figure 5.6). The depth of
the primary gap becomes deeper with the decreases of Q. This is the most evident in Q = 2 disk.

Figure 5.6: The azimutally averaged density perturbations of Figure 5.5. The blue, orange, green
and red curves represent Q = 100, 10, 5 and 2 disks. As the disk mass increases, the perturbations
become stronger and gaps become deeper, but the position of the secondary gap does not change
significantly.
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Figure 5.7: The AMF of the isothermal disks at 20 orbits with Mp = 0.1 and 0.3 Mth. Given the
same disk mass, as the planet mass increases, the normalized AMF becomes lower at any disk with
different Q, as shock forms earlier and closer to the planet with the increases of the planet mass.

Q, the normalized AMF decreases as the planet mass increases, which is due to the increasing non-

linear shock dissipation. This is consistent with the result of non-selfgravitating disks in Miranda

& Rafikov (2019c). The changes of the AMF at each Q has the same trend as the changes in

density perturbations. From Q = 5 to Q = 2, the AMF doubles. We will quantify this trend in

Section 5.6.1. Since the normalization factor FJ0 µ Mp2, the absolute value of AMF is still higher

in the disks with higher planet mass.

To study how disk self-gravity affects the dust continuum observations, we evolve simulations

for a longer time scale (500 tp) and plot the density perturbations of both gas and dust with different

Stokes numbers in Figure 5.8. From top to bottom, it shows the dS/S0 of gas, and dust with

St = 0.001 (represented by St=[0.0005, 0.002]), 0.01 (represented by St=[0.005, 0.02]) and 0.1

(represented by St=[0.05, 0.2]). Notice that the St0 is the Stokes number at the beginning of the

simulations. As the simulations evolve, the particle sizes are fixed, so the dust grain might have

different St after it drifts. From left to right, the planet masses are Mp = 0.1, 0.3 and 1.0 Mth. The
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blue, orange and green curves represent Q = 100, 10, and 5 disks. As expected, the perturbations in

the dust are stronger than those in gas, and dust with higher Stokes number has larger perturbations.

This is because dust particles with higher St drift faster when St . 1. For Mp = 0.1 Mth, St = 0.1

disk, the dust particles have almost drifted to the inner disk. Similar to the trend in the gas, the

gap becomes deeper, and the ring becomes higher as the Q becomes smaller, which are consistent

with Li & Li (2016). The positions of the secondary gaps do not change. The overall shapes of the

profiles do not change, except the gaps outside the planet become weaker for Mp = 0.3 and 1.0 Mth

disks at St0 = 0.001. The positions of them also shift outside. The region beyond r = 1.6 rp should

not be trusted as it is in the wave damping zone. For small Q and large Mp, some curves for disks

with Q = 5 are missing since the disks have already become unstable at 500 tp. We will discuss

this phenomenon in Section 5.6.4.

5.5.2 Adiabatic Disks with Radiative Cooling

In this subsection, we study the effects of radiative cooling on planet-disk interactions, focusing

on B17AD. The simulations presented in this section are globally isothermal, with q = 0. The

absorption of AMF from the background occurs in locally isothermal disk (in Figures 5.1 and

5.2), but not in globally isothermal disks here. From left to right, Figure 5.9 shows the density

perturbations for the Mp = 0.1 Mth isothermal disk, and adiabatic disks with cooling time Tcool

= 0.01, 0.1, 1, 10 and 100. The top panels are results from FARGO-ADSG, whereas the bottom

panels are results from Athena++. They are almost identical, except for the small difference for the

corotation features in the Tcool = 100 cases. We analyze the simulations at t = 40 tp for FARGO and

20 tp for Athena++ due to a shorter tgrow adopted in Athena++ simulations. At these times, we find
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Figure 5.8: The density perturbations of the gas and dusts with different Stokes number (St = 0.001,
0.01, and 0.1) at t = 500 tp in globally isothermal disk with Mp = 0.1, 0.3 and 1 Mth (from left to
right). From top to bottom panels, there are density perturbations of the gas, St = 0.001, St = 0.01
and St = 0.1 sized dusts. Blue, orange and green curves represent Q = 100, 10, and 5 disks. Some
curves for disks with Q = 5 are missing since the disk becomes unstable at this time steps in the
simulations. Overall, the position of the secondary gap does not change with the increase of disk
masses. The gap becomes deeper for lower Q values.
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Figure 9. The density perturbations of the adiabatic simulations B17AD at 40 orbits with Mp = 0.1 Mth. From left to right, the disks

represent fast to slow cooling. The isothermal disk is shown in the leftmost panel, then the dimensionless disk cooling parameters Tcool

are 0.01, 0.1, 1, 10 and 100, respectively. The upper panels show results from FARGO-ADSG and the lower panels show results from

Athena++.

exponents 0.25 and 1.25 for width and depths, the in-
ferred mass ratios between Q = 2 and Q = 100 disks are
1.5 and 6, respectively. Thus, if one wants to infer the
planet masses, gap width is a better observable since it
is less sensitive to the disk mass. Measuring the depth
might significantly overestimate the planet mass. The
lower panels show the widths and depths as functions
of Tcool. Adpoting the same exponents, the di�erences
of planet mass can be 2 orders of magnitude using gap
width, but only factor of 2 using gap depth. Neglecting
cooling e�ects will underestimate the planet mass, but
to mitigate the e�ect, it is better to use gap depth as
a proxy for planet mass. In linear regime and Q & 5
disks, the e�ects of adiabatic energy equation is more
important than the self-gravity.

5.3. AS 209

Of all the DSHARP disks, AS 209 shows the many
intricate gaps and rings (Guzmán et al. 2018). With
simulations, excellent match.

5.4. Contribution of FA and FG

In 4.1.1, we report that the AMF measured from our
simulations is in qualitative agreement with the linear
theory. However, the advective AMF, FA alone can-
not count for all the AMF calculated from the linear
theory. Here we discuss the relative importance be-
tween FA and FG. We borrow the WKB solutions in
tightly-wound limit (kR � 1) obtained by Goldreich &
Tremaine (1979). Their analytical results for the advec-
tive AMF is,

FA = � �mr�k

2�G�|k| � k2c2
s

⇣
1 � c2|k|

2�G�

⌘2
�(r)2. (34)
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Figure 5.9: The density perturbations of the adiabatic simulations B17AD at 40 orbits (FARGO)
and 20 orbits (Athena++) with Mp = 0.1 Mth. From left to right, the disks represent fast to slow
cooling. The isothermal disk is shown in the leftmost panel, then the dimensionless disk cooling
parameters Tcool are 0.01, 0.1, 1, 10 and 100, respectively. The upper panels show results from
FARGO-ADSG and the lower panels show results from Athena++. The primary spirals are marked
as “P”, the secondary spirals are marked as “S” and the tertiary spirals are marked as “T”.
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that all the disks are stable and have reached quasi-steady states. Disks with shorter dimensionless

cooling times Tcool are more similar to isothermal disks, whereas disks with larger Tcool resemble

adiabatic disks. The primary spirals are marked as “P”, the secondary spirals are marked as “S”

and the tertiary spirals are marked as “T” on the figure.

From the isothermal to the adiabatic limit (increasing Tcool from the left to the right panels), the

spirals become weaker as the cooling timescale becomes longer until Tcool = 1 and then become

stronger again as Tcool continues to increase. The secondary and tertiary spirals also become very

weak at Tcool = 1 and stronger at Tcool = 10. Nevertheless, the secondary and tertiary spirals are

still present at Tcool = 1 as indicated by the arrows.

The spirals become more open as the cooling time increases. This is due to the increases of

the sound speed from cs = (RT/µ)1/2 in the isothermal limit to cs = (gRT/µ)1/2 in the adiabatic

limit. In other words, the effective g in Equation 5.30 increases from 1 to 1.4 as Tcool becomes

larger.

The change of the amplitude and position of the spiral arms with respect to the cooling time

can be seen more clearly in 1D plots. Figure 5.10 (left panels) shows the density perturbations vs.

azimuthal angle (f ) cut at r = 0.45 rp and r = 0.32 rp. The density perturbations due to the primary

spiral and the secondary spiral are marked as “P” and “S” on the figure. The one due to the tertiary

spiral is also marked as “T” in the r = 0.32 rp plot. The positions of the primary, secondary, and

tertiary spirals in Tcool = 0.01 disks are similar to those in the isothermal disk. At r = 0.45 rp, the

amplitude of the spiral in the Tcool = 0.01 disk is slightly lower than that in the isothermal disk.

There is a significant change of the spiral’s amplitude when Tcool increases from . 0.01 to 0.1.

The spiral’s amplitude becomes much smaller at Tcool = 0.1 with a slight shift of the primary spiral

position. The tertiary spiral almost disappears at r = 0.32 rp, but we can still see its presence with
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a amplitude of ⇠ 1%. But the biggest change of the spiral’s position occurs when Tcool increases

from 0.1 to 1. At r = 0.45 rp, the primary spiral shifts ⇠ 45o between Tcool = 0.1 to Tcool = 1

cases, although the amplitude does not change much. The tertiary spiral at r = 0.32 rp is now the

hump from 160� to 250� with a amplitude of ⇠ 0.5%. At Tcool = 10, the amplitude of the spiral

becomes much higher. The positions are very similar to those in Tcool = 1. The tertiary spiral

also becomes stronger. But the spirals are still weaker than those in the isothermal disk. From

Tcool = 10 to Tcool = 100 disks, the perturbations seem to converge to the limit of an adiabatic disk.

Overall, from isothermal disks (Tcool . 0.01) to adiabatic disks (Tcool & 10) the azimuthal angles

of the spirals shift to smaller values by ⇠ 50� at r = 0.45 rp. This is consistent with the finding in

2D plots that the spirals become less tightly wound as Tcool increases 2.

Since spirals are directly related to gap opening, we want to study how the properties of the

induced gaps are related to radiative cooling. The top panel of Figure 5.11 shows the azimuathlly

averaged density perturbations of disks with different cooling times. Tcool = 0.01 disk has a similar

profile to the isothermal disk, but with smaller amplitudes. The secondary gap at Tcool = 0.1 and

1 disappears (the disappearance of the gap in gas does not necessarily lead to that in dust; see

Section 5.6.3). It reappears at Tcool = 10, but the position changes from 0.5 rp to 0.4 rp and the

amplitude becomes smaller. Since spirals carve gaps in disks, the inward shift of the secondary

gap position is due to the more open secondary spiral for higher Tcool . On the other hand, the

non-monotonically transition—the trend of high, low and high amplitudes of the secondary gap

depth from the fast cooling to the slow cooling cases— is due to weaker spirals at intermediate

2Aside from the interesting behavior at Tcool ⇠ 1, we want to note that at two extremes, the
spiral at the adiabatic limit is still weaker than that at the locally isothermal limit as expected. This
is related to the increase of the effective sound speed with a longer cooling time. When the sound
speed increases, the thermal mass increases and ratio between the planet mass and the thermal
mass decreases so that the planet is less capable of exciting spiral waves.
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Figure 5.10: The density perturbations along r = 0.45 rp (upper panels) and r = 0.32 rp (lower
panels) for B17AD (left panels) and B17ADSG (right panels) disks at t = 40 tp. The positions of
the primary, secondary and tertiary spirals for small Tcool are marked as “P”, “S” and “T” on the
left panels.

Tcool . Overall, for the intermediate massive planet (Mp ⇠ 0.1 Mth), disks with Tcool . 0.01 can be

treated as isothermal disks and disks with Tcool & 10 can be seen as purely adiabatic disks, whereas

the disks undergo a sharp transition between these limits, characterized by low amplitude spirals

and shallow secondary gaps. Note that this Tcool . 0.01 criterion is more stringent with a low mass

planet in the linear regime. As shown in Figure 5.2, only when Tcool = 10�4 the AMF is close to

the isothermal case with Mp = 0.01 Mth. Both the temperature gradient (T µ r�0.5) and the linear

damping contribute to the AMF profile, but the linear damping is the dominant effect here.
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Since such conditions with intermediate cooling times are very likely to occur in realistic pro-

toplanetary disks (see Section 5.3), we are interested in whether these much shallower secondary

gaps can still trap enough dust particles to be observable. Examining the previous models in Zhang

et al. (2018b), we find the current set of simulations has very similar setup to the h/r = 0.07,

a = 10�4, Mp/M⇤ = 11M�/M� model in Zhang et al. (2018b) (the upper-left plots in 2D figures

therein), despite the a is lower here. However, the secondary gap cannot be found in any dust

configurations in that model, even though those simulations assume the locally isothermal EoS.

Thus, we conclude that the models being analyzed in this subsection with such low planet mass is

not suitable for testing the observability of the secondary gap. To that end, we run simulations with

higher planet mass, 1 Mth, close to the setup of the AS 209 simulation, a varying model (Zhang

et al. 2018b). We direct the discussion to Section 5.6.3.

We also plot the AMF (in solid curves) and the integrated torque (in dashed curves) of these

disks in the lower panel of Figure 5.11. The torque is integrated from the planet’s position towards

either side of the disk. The AMF decreases monotonously close to the planet (|r � rp| . 0.1 rp)

due to the torque cutoff. The AMF far away from the planet (e.g., at r=0.3 rp and 1.5 rp) decreases

to the lowest values at Tcool = 0.1 and 1 and increases back to the isothermal values at Tcool = 10

and 100. On the other hand, from the fast cooling (and isothermal) to the slow cooling cases, the

torque first increases and reaches the maximum at Tcool = 1 and then decreases and reaches the

minimum at Tcool = 100. The AMF and torque at several h away from the planet (e.g., at r = 0.85

rp or 1.2 rp) have similar values in both the very small (e.g., Tcool = 0.01) and very large (e.g.,

Tcool = 100) Tcool cases. However, the torque there is much higher than the AMF at Tcool= 0.1, 1

and 10. This indicates that, for intermediate cooling cases, the waves fail to launch or are damped

right after they are launched, indicating radiative cooling is important for these cases. Note that
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the normalization (characteristic value, FJ0) should have varied with different cooling times, since

FJ0 µ h�3
p . In adiabatic EoS, the sound speed, cs =

�
g d p

dr
�1/2 and the scale height h µ cs µ g1/2.

Thus, FJ µ g�3/2. The effective normalization is 0.6 times the FJ0 in Equation 5.6 at the slow

cooling limit when g = 1.4. This value should be in between 1 and 0.6 in transition from small to

large Tcool . Nevertheless, we just use FJ0 as Equation 5.6 and compare the absolute values of the

AMF. We will have more detailed discussions in Section 5.6.1.

5.5.3 Disks with Both Self-Gravity and Radiative Cooling

We also explore a situation that both self-gravity and radiative cooling are included, even though we

do not seek to carry out a parameter space study. The parameters we choose are Q = 5, B17ADSG

disks with various Tcool . The density perturbations at two radii are shown in Figure 5.10’s right

panels. The profiles of the spirals are very similar to the non-selfgravitating ones on the left pan-

els. All the trends found in Section 5.5.2 still apply. At the same cooling time, the perturbation

amplitudes become stronger and the spirals become tighter if Q becomes smaller, which are con-

sistent with the results in Section 5.5.1. This means that when both of these two physical processes

(disk self-gravity and radiative cooling) are operating, they play similar roles as those that they

play individually, at least for low mass planets. From the magnitudes of the changes due to these

two processes, we can conclude that when the disk is not too massive (Q & 5), the effects of the

self-gravity on the disks are less important than those of the cooling.
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Figure 5.11: Top Panel: The azimuthally averaged density perturbations in Figure 5.9, upper pan-
els. Bottom Panel: The normalized AMF (solid curves) and torque (dashed curves) for different
cooling times, Tcool . The black curves represent isothermal disk, whereas blue, orange, green, red
and purple curves represent adiabatic disks with Tcool = 0.01, 0.1, 1, 10 and 100, respectively. The
changes of the AMF distribution should be responsible for the change of the density perturbations.
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Figure 5.12: AMF vs. Q (left) and AMF vs. Tcool (right). The AMF is measured at r = 0.87 rp for
the SG runs and at r = 0.6 rp (marked as “X”s) and 0.9 rp (marked as dots) for the AD runs.

5.6 Discussion

5.6.1 AMF vs. Q and Tcool

To quantify the relationships between AMF vs. Q and AMF vs. Tcool , we measure the AMF at

given positions in Figure 5.7 and Figure 5.11 for B17SG and B17AD disks with Mp = 0.1 Mth. We

plot the AMF as a function of Q (the left panel) and Tcool (the right panel) in Figure 5.12. The AMF

is measured at 0.87 rp for B17SG simulations, where it reaches the maximum at the inner disk.

The AMF increases as the disk becomes more massive (with a smaller Q). This increase becomes

quite fast when Q is approaching 2. The advective AMF in the Q = 2 simulation is almost 5 times

the AMF in the Q = 100 simulation, which is roughly consistent with the analytical expectation

(Equation 5.26).

As for the radiative cooling, we measure the AMF at 0.9 rp and 0.6 rp. At the position very

close to the planet (e.g., 0.9 rp), the AMF decreases as the cooling time increases. As mentioned
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in Section 5.5.2, this is most likely due to the transition of the effective g (that enters the sound

speed) from 1 to 1.4. The ratio between the AMF at Tcool = 100 and that at Tcool = 0.01 is ⇠ 0.6,

which is very close to the expected change due to our definition of FJ0. However, if the AMF is

measured farther away from the planet (e.g., 0.6 rp), it first decreases and then increases as Tcool

increases, reaching the minima at 0.1 and 1 Tcool . The decrease of the AMF with the distance away

the planet is due to the wave damping as the wave propagates. When the wave propagates to 0.6 rp,

the damping is the strongest at Tcool ⇠ 0.1 � 1, implying that radiative cooling plays an important

role on the wave damping/dissipation when Tcool . 1. We are expecting a stronger wave damping

with a smaller Tcool . However, when Tcool becomes very small and approaches the isothermal limit,

the temperature of the wave becomes the background disk temperature, and shock damping in this

case behaves similar to the shock damping in the adiabatic limit (Goodman & Rafikov 2001; Dong

et al. 2011a). At the position that the secondary spiral should form, the wave becomes already too

weak to perturb the gas for the Tcool = 0.1�1 cases. Thus, the secondary gap can even disappear

at these intermediate cooling times.

5.6.2 Implications for Observations

To quantify the properties of the primary gap, we measure the gap width and depth in the gas

density perturbation maps for B17SG and B17AD, Mp = 0.1 Mth, using the definitions in Zhang

et al. (2018b). Different from Zhang et al. (2018b), we only measure the gaps at ⇠ 50 orbits and

from the gas density perturbation profiles, because we do not run the simulations for very long

time and the planet mass is still too small to open significant gaps in gas and dust. However, these

measurements suffice to demonstrate the trend.
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In the upper panels of Figure 5.13, the gap width - Q relation is shown on the left panel, whereas

the depth - Q relation is shown on the right panel. Both the x and y axes are in logarithmic scales.

Since the exponents in the gap depth relations are ⇠ 5 times larger than that of gap width relations

(see Table 1 and 2 in Zhang et al. 2018b for details), the plotted y-axis range for the depth (d �1)

is 5 times of the range for the width (D). In this way the relative magnitude read on both y-axes

is roughly proportional to the planet mass ratio. As Q changes to lower values, the gap depth has

more significant changes than the width. The planet mass inferred from the gap depth without

considering disk self-gravity will be overestimated. Adopting common exponents 0.25 and 1.25

for the width-Mp and depth-Mp relations (more precisely, width-K0 and depth-K in Zhang et al.

2018b), the ratio of the inferred masses between Q = 2 and Q = 100 disks is 1.5 using the width-

Mp relation, and 6 using the depth-Mp relation. Thus, if one wants to infer the planet mass, the gap

width is a better observable than the gap depth since it is less sensitive to the disk mass.

The lower panels of Figure 5.13 show the width and depth as functions of the Tcool . The gap

width and depth are not very well defined due to the irregular gap shape. We try to neglect the

horseshoe region around rp when we measure the gap width. It is better to use the gap depth

as a proxy for the planet mass. If one uses the gap width to measure the planet mass in locally

isothermal simulations, the planet mass will be underestimated if Tcool & 0.01.

Note that these trends found in the low planet mass regime do not necessarily apply to the high

planet mass regime, as we will discuss in the next subsection, where we find much less change in

the gap shape for various cooling times.
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Figure 5.13: Gap width/depth vs. Q (top) and Gap width/depth vs. Tcool (bottom). D and d - 1 are
proportional to Mp. The range for the gap (depth - 1) is 5 times than that in the width. Under this
factor, the y-axes on the left and right panels have approximately the same scaling to Mp. Thus,
the y-axes of the left and right panels can be directly taken as the planet mass in an arbitrary unit.
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Figure 5.14: Azimuthally averaged density perturbations and brightness temperature of AS209AD
and AS209ADSG at 400 tp. From top to bottom, they are the density perturbations of the gas, dusts
with Stmax = 3 ⇥ 10�3 and Stmax = 3 ⇥ 10�2. The bottom panels show the brightness temperature
of the Stmax = 3⇥10�2 (amax = 0.5 mm) dust models. The left panels show the cases without self-
gravity, whereas the right panels show the cases with Q = 5. Blue, orange, green and red curves
represent Tcool = 0.01, 0.1, 1 and 100, respectively. The Tcool = 0.01 curves on the left panels are
almost identical to the locally isothermal cases in Zhang et al. (2018b) (the slight difference is
mainly due to the different setups in resolution, temperature profile, indirect term and smoothing
length).

213



5.6.3 AS 209: Cooling in the High Planet Mass Regime

We have two goals in this subsection. One is to explore the effects of radiative cooling on the

gap properties when the planet mass is relatively large reaching the thermal mass. Meanwhile,

we decide to choose a model that resembles a realistic disk so that we are able to constrain its

surface density via estimating its Tcool . Of all the DSHARP disks, AS 209 features many intricate

gaps and rings (Guzmán et al. 2018). Using simple (without radiative cooling and self-gravity)

hydrodynamical simulations, Zhang et al. (2018b) find an excellent match to the AS 209 disk

with a model whose (h/r)p = 0.05, a = 3 ⇥ 10�4(r/rp)2 and Mp/M⇤ = 10�4, or 1 Mth
3. The

dust size distribution is a power law n(a) µ a�3.5, amax = 0.68 mm, and the gas surface density

Sg,0 = 6.4 g cm�1. This model can explain up to five gaps in the disk, not only their locations, but

also the intensity. Since we have found that self-gravity and radiative cooling have the potential to

change the gap shape and the secondary gap position in the low planet mass regime, we would like

to explore how the planet mass for AS 209 will change considering these two physical processes.

Figure 5.14 shows the azimuthally averaged density perturbation and brightness temperature

of the AS209 models with different cooling times (Tcool = 0.01, 0.1, 1 and 100) and different disk

masses (Q = • and 5) at 400 tp. We choose not to show Tcool = 10 case to avoid crowdedness of the

figure, but its feature is similar to the Tcool = 100 case with shallower gaps in dust. The left panels

show the Q = • cases, whereas the right panels show the Q = 5 cases. Blue, orange, green and red

curves represent Tcool = 0.01, 1, 10, and 100 cases, respectively. From the top to bottom panels, it

shows the density perturbations of the gas, the dust with Stmax = 3 ⇥ 10�3, Stmax = 3 ⇥ 10�2, and

3We also run simulations with constant a as the model (b) in Zhang et al. (2018b). Same as
previous models, they reproduce AS 209’s 1D profile, but are non-axisymmetric in 2D. We do not
see more differences due to the viscosity profile.
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the brightness temperature of the Stmax = 3⇥10�2 models. We assume that the temperature in the

disk is proportional to r�0.5 in the last row and the procedure to obtain the optical depth is detailed

in Zhang et al. (2018b). As the Tcool becomes larger, the perturbation at the major gap (where the

planet locates) becomes shallower in gas. However, this is not the case in dust. The gap width and

depth are almost the same across different cooling times. This result is different from that in the

low planet mass regime, where the gap shapes are quite different across different cooling times.

For dust profiles, the horseshoe region has the smallest density for Tcool = 1. The secondary gap

disappears for Tcool = 1 in gas, but it is still noticeable in dust for Stmax = 3 ⇥ 10�2, with a lower

amplitude than Tcool = 0.01, 0.1, and 100 cases. This indicates that, due to the gaseous bump at the

inner edge of the primary gap, dust particles can still be trapped there, forming the secondary gap

in dust even if the secondary gap disappears in the Tcool = 1 case. The location of the secondary

gap shifts from ⇠ 0.65 rp to ⇠ 0.6 rp when Tcool increases. The tertiary gap is also present in

Tcool = 0.01 and 100 cases. It moves inwards from ⇠ 0.43 rp to ⇠ 0.37 rp. Although the tertiary

gap is not present in the Tcool = 1 case, a change of slope can been seen at ⇠ 0.4 rp (this is more

obvious in Q = 5 case). The Q = 5 disks are similar to the Q = • disks but with slightly stronger

perturbations. The differences between different Tcool curves are slightly smaller in Q = 5 disks

than those in Q = • disks.

Note that aside from the EoS, the simulation setups in this subsection are different from those

in Zhang et al. (2018b) in several aspects (e.g., the resolution, domain size, temperature profile,

indrect term, smoothing length, and planet growing time). Thus, the gap shape and position are

expected to be slightly different from the simulations in Zhang et al. (2018b). Also, as time evolves,

the position of the secondary and tertiary gaps will move slightly inwards. Thus, we do not try to

compare these profiles with AS 209 observations. Instead, we use this example to demonstrate the
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observable differences due to different cooling times.

We also want to emphasize that without the self-gravity, the location of the planet and the

gaseous surface density from the simulation can be scaled to any value. However, when the disk

self-gravity is included, the gas density and the location of the planet are related. The relation is

Sg,0 = (M⇤/r2
p)(h/r)p/(pQp). Taking M⇤ = 0.83 M�, rp = 99 au, Qp = 5 and (h/r)p = 0.05, we

get Sg,0 = 2.4 g cm�2. In Zhang et al. (2018b), the best fit model has Q ⇡ 2 at the planet’s position

in the initial condition.

Assuming the gaps at 24 au, 35 au, and 61 au in AS 209 are related to the planet at 99 au, we

can use these gaps to constrain the AS 209 disk mass. Using Equation 5.39, and adopting the stellar

luminosity as 1.4 L� and the mass as 0.87 M� from Andrews et al. (2018a), f = 0.02, Tf = 20 K,

and kR = 0.21 cm2g�1, we have

Tcool = 0.02

"
1+0.01

⇣ S
1 g cm�2

⌘2
#
8
>>><

>>>:

2.5 r  46 au

⇣
r

99 au

⌘�3/2
r > 46 au

. (5.43)

To produce an observable tertiary gap, we need low or high cooling times (Tcool . 0.1 or Tcool &

10). However, Tcool & 10 requires S & 200 g cm�2, which is impossible since Q would be ⌧ 1.

If Tcool . 0.1, we can constrain S . 20 g cm�2. While it is an independent constraint, this does

not give tighter constraint on the density for this disk, since from gravitational instability criterion

(Equation 5.8), the disk will become unstable if Sg,0 > 12 g cm�2 at 99 au. Nevertheless, this

constraint from the disk cooling is consistent with that from the disk instability.

The Q = 5 models with low Tcool might be plausible models for the AS 209 disk, since their

density at 99 au is allowed given the constraints derived above. However, with the density Sg,0
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= 2.4 g cm�2 from the Q = 5 disk, we cannot restore the intensity measured from the DSHARP

observation. It is much lower than that from the observation. Only Sg,0 & 6 g cm�2 can explain

the intensity. This means that either the actual opacity is higher than what we adopt (e.g., the

dust-to-gas mass ratio is larger) or the disk has even lower Q. If the latter is true, the Tcool can be

larger (but still < 1), since the low Q that is close to unity can produce much stronger perturbations,

compensating for the weaker perturbations due to the larger value of the Tcool . Interestingly, Powell

et al. (2019) estimate the gas surface density S ⇡ 10 g cm�2 at 100 au, using the “dust line” method.

This high surface density is actually compatible and consistent with the constraints from disk self-

gravity and radiative cooling for the AS 209 disk. If this is the case, it indicates that the outer disk

of the AS 209 disk is marginally gravitational stable.

5.6.4 Long Time Evolution for Self-Gravitating Disks with Planets

On the other hand, in our long timescale simulations, we find that the self-gravitating disks with

planets tend to become unstable at later times. This happens earlier if the Q is small or if the

planet mass is high. Figure 5.15 shows the density perturbations of B17SG disks when Mp =

0.3 and 1.0 Mth (top and bottom) at t = 100 tp. Q = 2 disks have become unstable at this point.

This is why low Q and high Mp curves are missing in Figure 5.8. The disk would become more

stable if the radiative cooling is included. For instance, the AS209ADSG simulations discussed in

Section 5.6.3 can evolve for very long time without any sign of instability even though their Q = 5

and Mp = 1 Mth. Another interesting behavior in the lower panels is that as the disk becomes

more massive, the number of vortices at the gap edge becomes larger. This is consistent with the

simulation results in Lin (2012); Zhu & Baruteau (2016), as self-gravity can suppress large-scale
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(small m) vortices produced by Rossby wave instability (Lovelace et al. 1999).

5.7 Conclusions

We run two dimensional hydrodynamical simulations to explore the effects of self-gravity and

radiative cooling on the gap and spiral formation in protoplanetary disks. We explore these effects

with different Toomre Q parameters and the dimensionless cooling times Tcool for low mass planets.

As the disk becomes more massive (smaller Q), we find:

• The spirals become slightly more tightly-wound, especially when Q ⇠ 2, which is consistent

with the linear theory.

• The spirals become stronger and the primary and secondary gaps become deeper. This is due

to the higher AMF in more massive disks, which is consistent with the linear theory. The

advective AMF in the Q = 2 disk is almost 5 times the AMF in the Q = 100 disk.

• If Q & 2, the secondary gap’s position does not change, despite gaps being deeper.

In disks with radiative cooling, we find:

• Even with a relatively short Tcool = 0.01, the spiral waves cannot pick up AMF from the back-

ground disk when they are propagating to hotter regions, different from locally isothermal

disks.

• The spirals become less tightly-wound (more open) as the cooling time increases, due to

the increase of the disk’s effective sound speed. The spiral’s openness changes dramatically

from disks with Tcool = 0.1 to Tcool = 1.
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Figure 5.15: The density perturbations of B17SG disks with Mp = 0.3 and 1.0 Mth (top and bottom)
at t = 100 tp. The disk becomes unstable at Q = 2. The lower panel shows that self-gravity can
suppress small m vortices, so that the number of the vortices increases as Q becomes smaller.
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• The spirals become weaker as the cooling time increases from a small value to 1/W, and

then start to become stronger as the cooling time increases. There is a significant change of

the spiral’s amplitude when Tcool increases from . 0.01 to 0.1.

• The AMF of the wave dissipates the fastest during its propagation when Tcool ⇠ 0.1 to 1,

implying that radiative damping may be important.

• With weaker spirals, the secondary gaps due to low mass planets disappear when Tcool = 0.1

to 1.

• If the secondary gap is present, its position moves from ⇠ 0.5 rp to ⇠ 0.4 rp in a disk with

(h/r)p = 0.07 in transition from the isothermal limit to the adiabaitc limit.

• For Q & 5 disks, the effect of radiative cooling is more critical than self-gravity.

Our simulations also have implications for the observations. We have run planet-disk simula-

tions with massive planets (⇠ thermal mass):

• One might overestimate the planet mass using the simulation that neglects self-gravity. The

gap width is less sensitive to the disk self-gravity than the gap depth. Thus, it is better to

constrain the planet mass using the gap width when disk self-gravity is important.

• One might underestimate the planet mass using the simulation that neglects the radiative

cooling. This is especially the case when Tcool ⇠ 1.

• For deep primary gaps in the high planet mass regime, their shapes are less affected by the

cooling time, but the secondary gap’s position and depth for the gas depend on the cooling

time. On the other hand, the secondary gap in dust or brightness temperature is less sensitive
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to the cooling time since dust drift fast to the primary gap edge forming secondary gaps. The

tertiary gap becomes unnoticeable in both gas and dust when Tcool = 1.

• The dependence of the gap properties (e.g., gap depth, width, and secondary/tertiary gap’s

position and depth) on the cooling timescale provides a new way to constrain the gaseous

disk surface density.

• Assuming the gaps at 24 au, 35 au, and 61 au in AS 209 are all associated with the planet

at 99 au, the gas surface density at ⇠100 au in AS 209 should be . 20 g cm�2 using the

Tcool . 0.1 cooling constraints, which is consistent with the surface density constraint from

Q & 1.
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6.1 Abstract

Rings and gaps are ubiquitous in protoplanetary disks. Larger dust grains will concentrate in

gaseous rings more compactly due to stronger aerodynamic drag. However, the effects of dust

concentration on the ring’s thermal structure have not been explored. Using MCRT simulations,

we self-consistently construct ring models by iterating the ring’s thermal structure, hydrostatic

equilibrium, and dust concentration. We set up rings with two dust populations having different

settling and radial concentration due to their different sizes. We find two mechanisms that can lead

to temperature dips around the ring. When the disk is optically thick, the temperature drops outside

the ring, which is the shadowing effect found in previous works adopting a single-dust population
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in the disk. When the disk is optically thin, a second mechanism due to excess cooling of big

grains is found. Big grains cool more efficiently, which leads to a moderate temperature dip within

the ring where big dust resides. This dip is close to the center of the ring. Such temperature dip

within the ring can lead to particle pile-up outside the ring and feedback to the dust distribution and

thermal structure. We couple the MCRT calculations with a 1D dust evolution model and show

that the ring evolves to a different shape and may even separate to several rings. Overall, dust

concentration within rings has moderate effects on the disk’s thermal structure, and self-consistent

model is crucial not only for protoplanetary disk observations but also for planetesimal and planet

formation studies.

6.2 Introduction

Recent high angular resolution observations of protoplanetary disks have revealed many sub-

structures. Andrews (2020) summarizes them into four categories: rings/cavity (which are “transi-

tion” disks with bright rings and depleted cavities, e.g., LkCa 15, J1610 Facchini et al. 2020, GM

Aur Huang et al. 2020a, PDS 70 Keppler et al. 2019), rings/gaps (which are concentric, axisym-

metric patterns of enhancing and depleting intensity, e.g., HL Tau ALMA Partnership et al. 2015a,

TW Hya Andrews et al. 2012, RU Lup Andrews et al. 2018a, AS 209 Guzmán et al. 2018), arcs

(which are non-axisymmetric substructures with a partial ring extending only a certain azimuthal

angle, e.g., MWC 758 Dong et al. 2018e, HD 163296 Isella et al. 2018) and spirals (ranging from

m=2 to asymmetrical spirals, e.g., IM Lup, Elias 27 Huang et al. 2018d). Among them, the first

two kinds are observed most frequently. We call them rings hereafter.

Dozens of ring forming mechanisms have been proposed, including tidal interaction between
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the planet and the disk (Lin & Papaloizou 1979; Goldreich & Tremaine 1980), disk dispersal

with MHD-driven winds (Takahashi & Muto 2018) or photoevaprative flows (Ercolano & Pascucci

2017), zonal flows (Johansen et al. 2009a) in MHD disks, mass pile up at the boundary between

magnetically active and dead zones (Flock et al. 2015), spontaneous ring formation due to reducing

accretion by concentrated dust (Dullemond & Penzlin 2018; Hu et al. 2019), and condensation

fronts at icelines (Zhang et al. 2015a).

All these mechanisms except icelines generate gaseous pressure bumps which trap dust grains.

Intermediate-sized particles with Stokes number of about unity drift fastest responding to gaseous

bumps. Small grains (St ⌧ 1) are well-coupled to the gas, whereas very big grains (St � 1) are

fully decoupled. Under the protoplanetary disk condition at 100 au, cm particles have the most

significant concentration within the gaseous bumps. There are indeed some tentative results from

multi-wavelengths observations which indicate that grains are larger (towards cm size) at the ring

and smaller (towards mm size) in the gap (Macı́as et al. 2019; Carrasco-González et al. 2019a;

Huang et al. 2020a; Long et al. 2020b).

Different sized grains have different concentration on the vertical direction too. Very small

grains (<1µm) have similar scale height as that of the gas, and are best probed by near-infrared

scattered light observations. Bigger grains are settled to the midplane, and probed by (sub)mm/cm

radio observations. The vertical extent of the settled grains depends on the strength of turbulence

in the disk. The vertical settling of the grains is balanced by the turbulent diffusion that stirs up

these grains (Youdin & Lithwick 2007). Stronger turbulence leads to thicker dusty layers. This

vertical dust diffusion applies to the whole disk and also to rings.

These effects of dust concentration should also affect ring’s thermal structure, since dust opac-

ity is the primary source of opacity in the disk. The disk is heated by stellar radiation and viscous
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heating, and cooled predominantly by dust thermal emission. The disk temperature is set when

heating balances cooling. Studying disk temperature self-consistently is important for interpreting

observations (e.g., the decrease of temperature in shadow can be misinterpreted as density deple-

tion, Isella & Turner 2018), and understanding disk dynamics including the Vertical Shear Insta-

bility (Nelson et al. 2013a) and baroclinic instability (Klahr & Bodenheimer 2003). Furthermore,

the temperature structure determines the radial pressure gradient (dP/dr) which directly affects dust

trapping itself. This means that the thermal structure and dust concentration could have a feedback

loop on each other: dust concentration changing the temperature structure while the temperature

structure affecting the dust consternation. It is unclear if such feedback loop can result in a stable

or unstable disk configuration. Thus, it is essential to consider dust distribution and disk thermal

structure self-consistently.

In this work, we construct self-consistent models of rings by using two dust species with dif-

ferent density distributions. We iterate the ring’s thermal structure, hydrostatic equilibrium and

dust concentration with MCRT calculations. In Section 6.3, we use a toy model to demonstrate

that the varying opacity in the ring can lead to moderate temperature variation, in addition to the

previously studied shadowing effect. In Section 6.4, we present our setup for the systematic study

of the shadowing and the opacity effects, using one and two populations of dust grains. In Section

6.5, we couple MCRT with a 1D dust evolution model, and demonstrate that the feedback loop

can change the shape of the initial ring. In Section 8.5, we propose that the temperature gap in a

recent observation can be more naturally explained by the opacity effect. We also discuss some

other observational perspectives there. We conclude our work in Section 7.8.
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6.3 A Toy Model for Excess Cooling

Due to dust trapping by a pressure bump, the dust inside and outside a gaseous ring have

different size distributions, which leads to different opacities inside and outside the ring. Since the

opacity affects the disk temperature (e.g., Calvet et al. 1991), it is very likely that the temperatures

inside and outside the ring are different.

For an optically thin disk region which has only absorption opacity (kabs
n ), the heating Q+

comes from the stellar irradiation at all wavelengths,

Q+ =
Z •

0
kabsF⇤

n dn . (6.1)

If we assume that the star radiates as a black body, we have

F⇤
n =

4pR2
⇤pBn(T⇤)

4pr2 , (6.2)

where R⇤ is the stellar radius and T⇤ is the stellar effective temperature.

The disk cools by its own radiation at the disk temperature (Td) which is much lower than the

stellar temperature. The cooling term is

Q� = 4p
Z •

0
kabsBn(Td)dn . (6.3)

When the disk is in thermal equilibrium, Q+ = Q�.
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If we use the Planck mean opacity

kabs
P (T ) ⌘

R •
0 kabsBn(T )dn
R •

0 Bn(T )dn
, (6.4)

we can derive the disk temperature using Q+ = Q� and express the disk temperature as

Td =

✓
R⇤
2r

◆ 1
2 1

e1/4 T⇤, (6.5)

where r is the distance to the star and

e ⌘ kP(Td)

kP(T⇤)
, (6.6)

is the thermal cooling coefficient. For the gray opacity whose kabs
n is a constant with n , e is

unity. This e parameter is essential for determining the disk’s vertical structure (Calvet et al.

1991; Chiang & Goldreich 1997). Considering that Bn(Td) peaks at mm wavelengths, we can

approximate kP(Td) using the monochromatic opacity at 1 mm, k(l = 1mm). For the same reason,

we have kP(T⇤) ⇡ k(l = 1µm). Thus, we have e ⇡ k(l = 1mm)/k(l = 1µm).

For very big grains, the opacity is mostly gray, so e ⇡ 1. For small grains, the opacity at µm is

larger than the opacity at mm wavelengths, so e < 1. Hence, the equilibrium temperature for the

disk with mainly small grains is higher than the temperature for the disk mainly with big grains.

Compared with small grains, big grains cool more efficiently with respect to the amount of energy

they absorbed. Since there are much more big grains inside the ring than outside the ring, the

temperature in the ring is expected to be lower.

To demonstrate this effect, we start with a power-law opacity (kabs µ nb ) in a disk. The disk
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temperature can be solved as,

Td =

✓
R⇤
2r

◆ 1
2

1
1+b/4

T⇤. (6.7)

Thus, a disk with smaller grains (having a larger b ) is hotter than a disk with bigger grains. When

both small and big grains are present in one disk, the disk temperature at one radius will be deter-

mined by the dominant dust species at that radius.

We set up a ring and use the MCRT code RADMC-3D to calculate the temperature. For sim-

plicity, we use a low density disk and only consider the absorption opacity. These simplifications

highlight the opacity effect. (The more realistic setup will be given in the next section.)

The ring has two different dust species and their radial distributions are shown in Figure 7.1 (a).

Both species have Gaussian surface density, and the big grains have larger peak surface density,

but less radial and vertical extension due to radial trapping and vertical settling (Dullemond et al.

2018). The opacity for the small and big grains have slopes b = 0 and 1.5, respectively (Figure

7.1 b). The Orange curves in the rightmost panel are the temperatures from a disk which only has

small grains, and the green curves are the temperatures from a disk which only has big grains. The

temperatures from the MCRT calculations (solid orange and green curves) follow their analytical

solutions (dashed lines) closely. The slight deviation of the temperature starting from the ring

location indicates that the optically thin assumption is no longer valid. The blue curve is the

temperature from a disk where both dust species are considered in the MCRT calculation. It

approaches the small-grain-only temperature out of the ring and big-grain-only temperature within

the ring (Figure 7.1 c). This is in a good agreement with the expectation that small grains dominate

the opacity far away from the ring center while big grains dominate the opacity close to the ring

center.

228



Figure 6.1: (a) The surface density of the toy model. The small (big) grain is represented by the
orange (green) curve. The big grain has a narrower width and dominates inside the ring (green),
whereas the small grain dominates outside the ring. (b) The absorption-only opacity used for
the toy model. The big grain is represented by a constant opacity, whereas the small grain is
represented by a opacity µ n1.5. (c) The temperature calculations. The orange (green) curves show
temperature if the disk only has small (big) grains. The solid lines are calculations from RADMC-
3D MCRT, and the dashed lines are analytical solution assuming optical thin. The small grain has
a higher equilibrium temperature at the outer disk. The MCRT result when including both species
is represented by the blue curve. The temperature approaches the small grain’s outside the ring and
approaches the big grain’s inside the ring. Their respective surface density profiles are marked in
transparent colors.

In the optically thin limit, the ratio between the temperature inside and outside the ring is the

ratio between big-grain-only and small-grain-only equilibrium temperature, Tbig/Tsmall . This ratio

is (esmall/ebig)1/4 and can be calculated using Equation 6.6. We use single-sized DSHARP opacity

(Birnstiel et al. 2018) and plot the temperature ratio for various pairs of small and big grains in

Figure 6.2. Different disk temperatures have been explored. The ratio is smaller for a lower disk

temperature (i.e., outer disk), since these parts of the disk emit at longer wavelengths leading to

smaller esmall . For disk temperature at 20 K, the ratio can be as low as 25% if the big grain is

around hundreds of µm and the small grain is around 0.1 µm, which can be a realistic situation in

protoplanetary disks. In a hotter disk (e.g., at the inner disk), the ratio can be as low as 50%. On the

anti-diagonal lines, the ratio is unity when the big and small grains have the same size. To validate

these analytical estimates, we calculate a smooth disk temperature using RADMC-3D. We adopt

single sized opacities, with asmall = 0.1µm and various abig. The temperature ratios measured in
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Figure 6.2: The equilibrium temperature ratio between the single-sized big species and the small
species calculated using DSHARP opacity. The stellar temperature is 6000 K. From left to right,
the disk temperatures Td are 20, 50 and 100 K.

MCRT at 100 au are dotted in Figure 6.3 along with an analytical curve picked in Figure 6.2 with

the Td = 50 K, where Tbig and Tsmall are measured from two different single-population simulations

at 100 au. The analytical result predicts the Monte Carlo calculation closely.

Even though we only have two single-sized dust populations in Figure 6.2, these contours

should still roughly apply to more realistic dust size distributions where the opacity is normally

dominated by the biggest dust particles.

6.4 Ring Models

In this section, we explore the temperature structure with ring configurations in more realistic

disk configurations. We adopt a more realistic opacity (Section 6.4.1), and iterate the dust and

thermal structure of the disk (Section 6.4.2). We consider models with one-population (Section

6.4.3) or two-population (Section 6.4.4) dust species in the disks.
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Figure 6.3: Comparison of analytical result in Figure 6.2 with MCRT at 100 au, in the optically
thin limit.

6.4.1 Opacity

We assume a power-law dust size distribution with maximum particle size amax, minimum particle

size amin, and power index q. The number density of particles follows,

n(a) µ

8
>>><

>>>:

a�q foramin  a  amax

0 else.

(6.8)
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We fix q = 3.5 in this work, so the dust mass is top-heavy and proportional to a0.5. The opti-

cal constants are taken from the DSHARP opacity in Birnstiel et al. (2018) (see also references

therein). The opacity is calculated using the package dsharp opac (Birnstiel 2018). For the

one-population models and the small grain population in two-population models, we adopt amin =

0.1 µm. For one-population setups, we use opacities with amax = 1, 10, 100µm, 1mm and 1cm

(see the top panel of Figure 6.4). For two-population setups, we use opacities from {amin,small,

amax,small} = {0.1 µm, 1 µm} to represent small grains and {amin,big, amax,big} = {0.1 mm, 10

mm} to represent big grains (see the bottom panel of Figure 6.4).

Note that in two-population models, the opacities used in small grain population and big grain

population follow the power-law size distribution with q = 3.5, respectively. However, the com-

bination of these two populations has a dust size distribution varying spatially, since the small

and big grains have different scale heights and radial widths (see also in Section 6.4.4). In our

configuration, we calibrate the surface density ratio between dust (including both populations)

and gas as 1:100 only at the Gaussian ring’s peak. Likewise, the surface density ratio between

two populations only follows a power-law with q = 3.5 at the Gaussian ring’s peak. This ratio

is (a0.5
max,big � a0.5

min,big)/(a0.5
max,small � a0.5

min,small)=31.61. Since the small grain population has a larger

vertical scale height, the volume density does not follow this ratio even at the ring’s peak. The

surface density ratio between two populations is smaller than 31.6 away from ring’s peak, since

the small grain population has larger ring width. The dust to gas mass ratio is less than 1:100 away

from the ring’s peak.

1amax,small used here is 10 µm instead of 1 µm. This gives the small-grain population a larger
mass fraction. Otherwise, the ratio is around 132. We adopt the former ratio, but this does not
affect results in this paper.
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Figure 6.4: Top: The dust opacities used for the disk with a single dust population. Optical
constants are from DSHARP (Birnstiel et al. 2018). The minimum grain size is 0.1 µm. At
short wavelengths, the opacity decreases as the amax increases. Blue, orange, green, red and purple
denote amax = 1 µm, 10 µ 100 µm, 1 mm and 1 cm cases, respectively. Solid curves represent
absorption opacities (kabs,tot

n ) and dashed curves represent scattering opacities (ksca,tot
n ). Bottom:

The opacities used for disks with two dust populations. The opacities between 0.1mm-1cm are
marked in red-brown.
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6.4.2 Self-Consistent Thermal Structure

We setup gas densities assuming vertical hydrostatic equilibrium. We distribute the dust based on

the dust surface density and vertical scale height (see Section 6.4.3 and 6.4.4). Then, we calculate

the temperature using MCRT code RADMC-3D. Initially, the gas, small and big grains are assumed

to be at the same temperature. This is the case if small grains are coupled with the gas, and big

and small grains reach thermal equilibrium through collisions. The new derived temperature from

MCRT will be used to calculate a new vertical hydrostatic equilibrium structure. These processes

are iterated until a converged solution has been reached.

In detail, to initialize the MCRT simulations, we assume that the disk is vertically isothermal

and assign a Gaussian density profile in the vertical direction. The midplane temperature is set as

Tirr(r) =
⇣ f L⇤

4pR2sSB

⌘1/4
, (6.9)

where f accounts for the flaring of the disk, and f = 0.05 in our initialization. L⇤ is the stellar

luminosity. We adopt L⇤ = 1.05 L� here. sSB is the Stefan-Boltzmann constant. This temperature

is used to calculate the scale height h = cs/WK (we adpot M⇤ = 1.25 M� for WK). Then, we run

RADMC-3D to get the R � q temperature distribution for the first iteration. At this point, the

new temperature is higher at the disk surface and is not vertically isothermal anymore. Thus, the

vertical hydrostatic equilibrium solution needs to be adjusted. We use the hydrostatic equation in

the vertical direction to calculate a new density profile,

� GM⇤z
(r2 + z2)3/2 � 1

r
∂P
∂ z

= 0, (6.10)
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where G is the gravitational constant, z is the height, r is the gas volume density. P = rRT/µ

is the gas pressure. R and µ are the gas constant and mean molecular weight (we adopt µ=2.4).

The vertically integrated surface density is constrained to be the profile we prescribe. Then we put

this new density into RADMC-3D and iterate these steps for several times until the temperature is

converged. We use five iterations in all of our models. The detail of temperature iteration can also

be found in Bae et al. (2019) Appendix A.

For all runs, we use 108 photons and assume isotropic scattering. The calculation is in R � q

plane with mirroring boundary condition (in one quadrant of the meridian plane). The radial grid

is 512 in logarithmic scale and vertical q grid is 128 from 0 to 24� above the midplane. The inner

boundary is 1 au and the outer boundary is 300 au. We assume the star as a point source, since

our interests are at the outer disk midplane (R⇤ ⌧ r) where the size of the star is unimportant. The

temperature of the star is 4500 K.

6.4.3 One-Population Models

As a first step and a baseline model for our two-population models, we run ring models with a

single dust population. In these cases, the dust size distribution does not vary spatially. Neverthe-

less, shadowing effect can still affect the midplane temperature distribution. The mechanism can

be understood as the following. The stellar radiation is intercepted by a puffed-up region in the

disk. This region casts a shadow to the outer disk, so the temperature behind the puffed-up region

drops. Since the disk flares, it comes out of the shadow at farther distance, and becomes brighter

again. Thus, in the radial direction, the temperature first decreases and then increases. The idea

of self-shadowing by a disk inner rim was first introduced to explain the observations of Herbig
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Ae/Be stars (Dullemond & Dominik 2004). Later studies focus on the planet gap carved by planets

(Jang-Condell & Turner 2012; 2013; Isella & Turner 2018). This effect can lead to a temperature

contrast as high as ⇠ 20%, depending on the planet mass (or the gap’s shape). The contrast here

refers to the deviation from a smooth temperature profile with a smooth surface density profile.

We carry out a systematic parameter study for the rings. We put a Gaussian ring at 70 au. The

ring width s = 5, 10 and 20 au. The dust surface density at the Gaussian peak Speak = 0.02, 0.2

and 2 gcm�2. We put a density floor at the outer disk, so that the dust is not completely depleted.

The floor density over the peak density S f loor/Speak = 0.1, 0.01, 10�3 and 10�4. The radial profile

can be described as the following,

Sd(r) =

8
>>><

>>>:

Speakexp
⇣

� (r�70 au)2

2s2

⌘
if Sd > S f loor,

S f loor if Sd  S f loor and r > rpeak.

(6.11)

These models are summarized in Table 6.1. We find that for this shadowing effect, the level

of density floor matters, since it defines the sharpness of a ring. We will discuss this issue in

Section 8.5. Here, we first study the effects from other parameters, using S f loor/Speak = 0.001.

The midplane temperatures of models with different surface density profiles are shown in Figure

6.5. From top to bottom the density increases. The width of the ring decreases from left to right.

In all models, the resulting temperature is not a power-law across the ring region. Instead, the

temperature dip occurs at the outer edge of the ring. With the same density setup, the temperature

profile depends on the opacity. In most of the cases, the temperature dip is stronger when amax

= 1 or 10 µm. The temperature variation respective to a smooth temperature profile can reaches

⇠25%. These values are roughly consistent with previous works focusing on the temperature
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profiles around the planetary gaps (Jang-Condell & Turner 2012; 2013; Isella & Turner 2018). The

temperature profile is smoother for amax = 1 cm cases, since grains with larger amax have lower

opacity at short wavelengths and higher opacity at long wavelengths. They emit more efficiently

thus have lower equilibrium temperatures at the outer disk. These disks are less puffed-up. As the

density increases or the ring becomes wider, the temperature becomes lower. This is also because

the cooling is more efficient with more dust. A narrow ring also leads to a larger temperature

gradient dT/dr.

The shadowing effect happens when the disk is optically thick. As the disk becomes more

optically thick, the temperature dip becomes deeper. To quantify this, we calculate the Rosseland

mean opacities of different dust size distributions. If the disk temperature T = 20K, the Rosseland

mean absorption opacity kR,abs = 9.27, 9.44, 16.8, 20.8, 8.40 cm2 g�1 for amax = 1µm, 10µm,

100µm, 1mm and 1cm. t=1 happens when the dust surface density at the peak Speak ⇡ 0.1 gcm�2

for amax = 1µm, 10µm and 1cm and t=1 happens when Sd ⇡ 0.05 gcm�2 for amax = 100µm and

1mm. This is corroborated in Figure 6.5 as the dips are very shallow when Speak = 0.02 gcm�2

and become much deeper when Speak = 0.2 gcm�2.

Parameters Speak [gcm�2] s [au] Sfloor/Speak amax a
one population 0.02, 0.2, 2 5, 10, 20 10�1, 10�2, 10�3, 10�4 1, 10, 100 µm, 1 mm, 1 cm –
two population 0.0002, 0.002, 0.02, 0.2 5, 10, 20 10�1, 10�2, 10�3, 10�4 [0.1 µm to 1 µm] and [100 µm to 1 cm] 10�2, 10�3, 10�4

Table 6.1: Model list.
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Figure 6.5: The midplane temperature of one population models with ring configurations. From
top to bottom, the dust surface density at the Gaussian peak are 0.02, 0.2 and 2 gcm�2. From left
to right, the Gaussian widths are 20, 10 and 5 au. amax with increasing sizes are marked with blue,
orange, green, red and magenta lines. The dashed lines are the dust surface density in logarithmic
scale. The floor density over the peak density is 10�3. The total dust mass is shown in the bottom
left corner.

6.4.4 Two-Population Models

In two-population models, we add a second species, with different opacity and density distribu-

tions. The first population is still assumed to be small grains and coupled with the gas. The second

population is assumed to be large grains, partially decoupled with the gas, and concentrated more

to the midplane and the ring center. Its vertical density distribution is a Gaussian with the scale

height determined by the midplane temperature calculated from MCRT and the coupling parameter
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y (Dullemond et al. 2018, also in Zhu et al. 2012a). The coupling parameter y also determines

the ring’s width of the second species, and

y =

r
a
St

, (6.12)

where a is the disk turbulence viscosity, and St is the Stokes number (or particle’s dimensionless

stopping time),

St = tstopW =
parp

2Sgas

= 1.57⇥10�3 rp

1gcm�3
a

1mm
100gcm�2

Sg
, (6.13)

where rp is the density of the dust particle, a is the radius of the dust particle, and Sg is the gas

surface density. We adopt rp=1.675 g cm�3 as in the DSHARP opacity, and use a = 1 mm to

represent big grains. Effectively, y is determined by the gas surface density Sg, the grain size a,

and the disk viscosity a . To explore the parameter space, we vary a and Sg in the models. The

width and scale height of big grains are (Dullemond et al. 2018),

sd = s(1+y�2)�1/2, (6.14)

and

hd = hg(1+y�2)�1/2. (6.15)

The Gaussian peak is still centered at 70 au. At the Gaussian peak, we assume that the total dust

to gas mass ratio e = 1:100. At the Gaussian peak, the small and big grains’ mass ratio is 1/31.6.
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We assume that the small grains have the same distribution as the gas. Since the distributions of big

and small grains have different widths and scale heights, the local e and the mass ratio between big

and small grains vary at the 2-D r-q plane. Even though big grains contribute more mass inside the

ring, the region outside the ring’s midplane is still dominated by small grains, since small grains

have a larger width and scale height.

For the two-population models, the second dust population is also involved in the iteration

process in searching for the self-consistent thermal structure. In each iteration, besides adjusting

the small grain and gas density, the big grains’ scale height is changed due to the updated midplane

temperature. Then the big dust density is adjusted vertically, but the surface density is always

fixed. The convergence can also be reached after several iterations.

Our choices of a are 10�2, 10�3, and 10�4. With weaker turbulence, the ring is radially

narrower and vertically more settled. The peak surface density for small grains are Speak = 0.0002,

0.002, 0.02 and 0.2 gcm�2. The peak surface density of the big grain population is 31.6 times

higher. The total integrated dust mass of the big grain population is only around 10 times higher,

since the small grain have wider radial distribution. The choices of widths and S f loor/Speak (the

density floor ratio applies to both small and big grains) are the same as one-population models. The

opacities for big and small grains are also fixed, as shown in bottom panel of Figure 6.4. These

models are summarized in Table 6.1.

Figure 6.6 shows the midplane temperatures for S f loor/Speak = 0.001 cases after iterations.

The layout is the same as Figure 6.5. From top to bottom, the peak surface density for the small

grains are 0.002, 0.02 and 0.2 gcm�2. The peak densities of the big grains are larger by a factor

of 31.6. The total dust masses are marked on the top-right corner of each panel and comparable

to the respective panels in Figure 6.5. Blue, orange and green curves represent a = 10�4, 10�3,
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10�2 cases. The surface densities of the small grains are marked in gray dashed lines, and those of

the big grains are marked in colored dashed lines. If the optical depth is low (the surface density

is low and the ring is narrow), the temperature has a dip exactly located at the ring’s position. The

temperature at the dip can be 30% lower than a smooth profile for the upper left cases. With a

higher surface density and a wider ring, the dip moves towards the outer ring. When the surface

density is high, the Stokes number becomes small and the big grains are more coupled to the

gas. For the bottom panels, the temperature profiles are very similar to the one-population models

(Figure 6.5). The temperature dips occur outside the ring. For reference, the Rosseland mean

absorption opacity for the second species kR,abs = 8.13 cm2 g�1 at T=20 K. t reaches unity when

Speak for the small-grain population is around 0.005 gcm�2 (with total surface density reaching

0.15 gcm�2). This explains why the shadowing effect dominates when Speak & 0.02 gcm�2. In

short, the underlying mechanism that affects the midplane temperature becomes the shadowing

effect in the optically thick regime or the big grains are well-coupled to the small grains. A main

difference between two mechanisms is the position of the temperature dip. If the excess cooling

dominates, the dip is at the ring’s peak, whereas if the shadowing effect dominates, the dip is far

outside the ring’s peak.

Figure 6.7 shows the brightness temperature profiles for these models. The most prominent

trend is that as the optical depth becomes higher, the ring’s center shifts to the left. This is be-

cause when the ring becomes more optically thick, the temperature instead of the density profile

is dominant in determining the radial profile. The higher temperature in the inner disk makes the

peak shift inwards. The absorption optical depths at the peak of rings are marked on left panels.

As expected, the transition happens at Speak = 0.02 gcm�2, as tabs is around unity. It is also pos-

sible that the temperature dip at the peak’s center reduces the intensity and split a single ring into
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Figure 6.6: The midplane temperature of two population models with ring configurations. From
top to bottom, the dust surface density for the small grains at the Gaussian peak are 0.002, 0.02 and
0.2 gcm�2 (the peak density of big grains are 31.6 times higher). From left to right, the Gaussian
widths are 20, 10 and 5 au. Blue, orange and green curves represent a=10�4, 10�3, 10�2. The
gray dashed lines are surface density of small grains and colored dashed lines are those of big
grains. The floor density over the peak density is 10�3. The total dust masses are shown in the top
right corner. In each panel, the dust mass depends on a . The total masses are comparable to what
are shown in each panel of Figure 6.5.

ring-gap-ring shape, but we do not observe it in these models. A simple test shows that the temper-

ature dip needs to be very deep (more than 50% decrease of temperature) to make it happen. The

temperature decrease is at most 30% among these models.
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Figure 6.7: The radial profiles at 0.87 mm for two-population models in unit of brightness tem-
perature as the same layout as Figure 6.6. Total absorption optical depths of Guassian’s peaks
(including both species) are marked on left panels. The ring’s peaks at 70 au are marked as vertical
dashed lines.

6.4.5 2D Thermal Structure

Besides the midplane temperature, we also study the vertical temperature structure, which can

be probed by molecular line observations (e.g.,Pinte et al. 2018a). In Figure 6.8, we plot the

r � q distributions of a model in the optically thin limit. The peak surface density for the small

grain is Speak = 2⇥10�4 gcm�2 (that of big grains is 31.6 times higher), a=0.01, s = 20 au and

S f loor/Speak = 0.001. The density and temperature maps are shown in the left panels. They have
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been iterated to reach hydrostatic equilibrium. Big grains are concentrated at 70 au with significant

settling. The temperature is lower at the ring. The lower-temperature region extends vertically to

⇠ 2� (z/r ⇠0.034), which is comparable to the local gas aspect ratio h/r. The positions of one

scale height, z = h(r) are marked as white curves. Note that for small grains, the vertical density

distribution is not a Gaussian, since the temperature varies along the disk height. The scale height

is then defined as z where

�2ln

⇣r(r,z)
r(r,0)

⌘�1/2
= 1. (6.16)

The big grains’ scale height is directly calculated from the midplane temperature and the coupling

parameter y . At the ring, the scale heights of both species become lower due to the decrease

of temperature there. For comparison, the upper-middle and upper-right panels show the density

structures of the small-grain and big-grain components of the model, respectively. The lower-

middle and lower-right panels are the temperatures of the disk if there is only small-grain or big-

grain population. Note that their thermal structures are not self-consistently calculated, i.e., their

temperatures are calculated using RADMC-3D without iterations and the density vertical struc-

tures are unchanged compared to the two-population case. Since the small-grain-only model’s

temperature structure is almost identical to the mixed model containing both species, it is clear that

almost all the disk temperature structure is determined by the small grains. The exception is at the

ring where big grains are concentrated. The temperature there is much lower. If the disk only has

big grains, the radial temperature profiles at different scale heights are similar (except at the ring),

i.e., the vertical temperature distribution is close to be isothermal.

We also run a case with 100 times higher surface density. The turbulent viscosity a is 10�4 so

that the big grains’ width is comparable to the previous one. The ring becomes optically thick, and
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Figure 6.8: Left: 2D density (top) and temperature (bottom) distributions of model Speak = 2⇥10�4

gcm�2, a=0.01, s = 20 au and S f loor/Speak = 0.001. Middle: the density and temperature
distributions with only small grains included. Right: with only big grains included. The white
curves in top panels are the one scale-height contours of small (upper one) and big (lower one)
grains.

has a different behavior in the disk atmosphere. Figure 6.9 shows the radial temperature profiles

at different disk heights q (or z/r) for these two models. The temperatures of low-mass disks are

shown in the left panels and those of high-mass disks are shown in the right panels. The top four

panels show the temperatures measured at the midplane, big grains’ scale height, small grains’

scale height (or gas scale height) and a location at a higher atmosphere. The temperature dips are

obvious within the big grains’ scale height for both low-mass and high-mass disks. This means

that excess cooling is operating in both disks’ midplane. At larger vertical heights, the temperature

decreases smoothly with radius for the low-mass disk, whereas it has a dip outside the ring around

100 au for the high-mass disk. The latter is essentially a one-population scenario at these scale

heights where small grains dominate. The small grains’ ring is optically thick enough for the

shadowing effect to operate. For reference, the small-grain-only and big-grain-only temperatures
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using MCRT are marked as dashed and dotted-dashed curves. In the low-mass disk case, the

small-grain-only temperature is higher than the big-grain-only temperature, while it is the opposite

in the high-mass disk case. The bottom panels show the spectral indices for these models between

ALMA band 6 and 7. Both models see the drop of spectral indices within the ring. The dip in the

spectral index of the low-mass disk indicates that the ring is dominated by big grains, whereas the

rest is dominated by small grains. For the high-mass disk, the spectral index a is even lower than

two at the ring, which indicates that the ring is optically thick and dust scattering is substantial (Zhu

et al. 2019; Liu 2019a). For these two configurations, the temperature dip due to excess cooling

cannot be seen at one gas scale height for the two-population scenario. If the disk is optically thick,

the temperature dip outside the ring can still be seen high above the midplane. At the big grain’s

scale height (z/r=0.008), the temperature profile even has two dips. One is at the ring position due

to excess cooling from big grains, whereas the other is outside the ring due to the shadowing effect.

6.5 Disk Thermal Structure Coupled with a Dust Evolutionary Model

In both optically thin and thick cases, the disk temperature drops either at the ring or at the

outer edge of the ring. In either cases, the temperature dip acts as a pressure trap, which can alter

the shape of the ring. In this section we attempt to add dust growth and evolution in the feedback

loop to test this scenario. The detail of the 1D dust evolution code is summarized in Appendix 6.8.

The gas surface density profile is set to resemble that of a transition disk, LkCa 15 (Facchini

et al. 2020) with a depleted inner cavity,

Sg(r) = Sg,c

⇣ r
65au

⌘p
arctan

h⇣ r
65au

⌘10i
, (6.17)
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Figure 6.9: The radial temperature profiles at different heights for the setup of Figure 6.8 (left) and
disks with 100⇥ higher density (right), and a = 10�4. From top to bottom, the heights are picked
at the disk’s midplane, big grains’ scale height, gaseous scale height and upper atmosphere. The
bottom panels show the spectral index between 1.25 mm and 0.87 mm. Solid lines are the MCRT
results with both big and small grains. Dashed lines are the temperatures profiles for MCRT with
only small grains included. Dotted-dashed curves show big-grain-only cases.

where p is the slope of the surface density profile. We run dust evolution with a fixed temperature

profile (Tµ r�0.5) for 0.6 Myr. The gas surface density is fixed over time. At t=0.6 Myr, the dust

has already piled up at the outer edge of the inner cavity and formed a Gaussian ring. The grain size
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has grown to ⇠ mm size at the ring. The evolving dust distribution should change the temperature

profile, which in turn, alters the dust distribution. Starting from this point, the temperature is

calculated using MCRT self-consistently as described in Section 6.4.4. The dust surface density in

the dust evolution code is used as the big-grain population (with {amin, amax}={0.1mm, 10mm}).

When the coupling parameter y is involved, we assume all the big grains are 1 mm in the MCRT

calculations. The small grain’s density has the same profile as that of the gas. Their opacities

are the same as mentioned in Section 6.4.4 and bottom of Figure 6.4. The surface density ratio

between two populations is still calculated assuming power-law dust size distribution with a slope

of 3.5 at the ring’s peak. The derived midplane temperature is then used in the dust evolution code.

The temperature is updated using MCRT every time interval dtMCRT .

The convergence requires very high spatial and temporal resolutions. To resolve the dust evo-

lution around the ring, we have 1024 radial bins uniformly spaced in log(r) from 40 au to 300 au

to make sure that each newly formed ring (if any) is resolved by at least 10 gird cells. The dtMCRT

needs to be small enough to capture particles’ radial drift. The timescale for the disk to reach

thermal equilibrium varies in several orders of magnitude across the disk. Bae et al. (2021) calcu-

lates the thermal relaxation timescale consisting of radiation, diffusion and gas-dust collisions. In

their setup, the relaxation timescale at the midplane is comparable to the orbital timescale at 70 au,

which is around 600 years. The particle’s drift timescale is usually less than the orbital timescale

(i.e., St . 1). The 2D MCRT calculation is much more numerically expensive than the 1D dust

evolution.

In Figure 6.10, we present two models that evolve with dtMCRT = 30 yr for 9 kyr starting from

t=0.6 Myr. Both models have gas surface density Sg,c = 4.1 gcm�2, and p=0, so that the pressure

gradient around the ring solely comes from the temperature profile. The surface density of big
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grains is represented by colored curves, whereas small grain and gas components are represented

by solid and dashed gray curves. Model (a) has a=2⇥10�3. In this case, the turbulence is too

strong to split a ring into more rings. Nevertheless, the initial Gaussian ring tilts towards the inner

disk as the disk evolves. This skewed shape that deviates from a Gaussian profile is seen in HD

163296 B67 ring (Dullemond et al. 2018; Isella et al. 2018). Note that, even without considering

the temperature feedback effect discussed here, any non-Gaussian shape of the pressure bump can

also lead to this skewed profile of dust distribution. This skewed dust shape can also occur when

the dust is drifting to the ring center before reaching the steady state. At the initial stage, the

temperature dip is at the outer edge of the ring. This means that the mechanism for the temperature

dip is due to the shadowing effect. This is not surprising since big grains always dominate in the

area of interest. At a later stage, the temperature dip becomes shallower and smoother, which

indicates a negative feedback. This negative feedback leads to a steady state where the radial

pressure gradient gradually becomes zero.

To come up with a condition that excess cooling can operate in producing the temperature dip,

we increase the small grains’ surface density by a factor of 100 in model (b). Now big grains only

dominate inside the ring, whereas small grains dominate outside the ring. In addition, we also

lower the viscosity a to 7⇥10�4, hoping to generate more substructures. After several thousand

years, the initial ring evolves to several rings. With a larger optical depth, the temperature is thus

much lower than the previous case. The initial temperature dip is close to the ring, which means

that excess cooling is indeed operating. Due to the high computational cost of MCRT, the dust

evolution is stopped after 3.5 kyr. At the end of simulations, neither of these two models reach

steady states. We are expecting more dust will be trapped at the ring. On the other hand, this

pile-up may last over the disk’s lifetime and the disk may not reach any steady state eventually. To
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Figure 6.10: Dust surface density of the big-grain population (top panels) and midplane temper-
ature (bottom panels). (a) Model with a=2⇥10�3, Sg=4.1 gcm�2, e = 0.01 at the ring. (b, c)
models with a=7⇥10�4 and with different radial resolutions. In these models small grains’ sur-
face density is 100⇥ higher than that in model (a). The small grains’ densities are marked by gray
solid curves and gas surface densities are marked by gray dashed curves.

test the resolution effect, we increase the radial resolution to 2048 in panel (c). The substructure

persists in the higher resolution run.

Finally, self-consistent ring structure model including both thermal effects and dust dynamics

is important not only for protoplanetary disk observations but also for planetesimal and planet

formation studies (Morbidelli 2020; Chambers 2021). The formation of skewed rings and even

multiple rings will affect the mass and number of formed planetesimals. Converting dust into

planetesimals can also affect the dust opacity and feedback to the ring’s thermal structure. More

work on this feedback loop on planetesimal formation needs to be studied in future.
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6.6 Discussion

6.6.1 Impact of Density Floor

We have studied how the density outside the Gaussian peak can affect the disk temperature. We

assume that the dust density levels off at some distance away from the peak. We take S f loor/Speak

= 10�3 as our fiducial model. This value affects the temperature gradient for the shadowing effect.

We present other S f loor/Speak values for single population runs with Speak = 0.2 gcm�2 in Figure

6.11. From top to bottom, the floor floor becomes lower. The temperature gradient becomes larger

with lower density floor, but the change becomes insignificant when S f loor/Speak  10�3. When

the floor is higher, the temperature dip is shallower due to a less drastic change of the density

profile. A higher density floor makes the density gradient smoother. This implies that if there are

dust grains being constantly replenished in the outer disk, the temperature dip would be shallow.

6.6.2 Temperature Gap in CI Tau

During the preparation of this manuscript, a line emission gap in a continuum ring has been ob-

served (Rosotti et al. 2021) in 13CO emission of CI Tau disk. CI Tau is a disk that has been

observed with substructures in dust continuum (Clarke et al. 2018). There are at least three rings at

23, 54 and 135 au. This temperature gap is located at the second continuum ring at 54 au (Rosotti

et al. 2021). The authors exclude the possibility of reduction in surface density and explore the

possibility of reduction in temperature. To reproduce a temperature gap, they multiply the small

dust surface density at 20 au, with a Gaussian width s = 10 au. It casts a shadow onto the outer

disk, which has a lower temperature and is positioned around 54 au and thus explains the temper-

ature gap. Their explanation falls into our one-population scenario. If this is the case, the location
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Figure 6.11: The effects of density floor on temperature profiles for one population. The dust peak
surface density is 0.2 gcm�2. From top to bottom, the density floors are 0.1, 0.01, 0.001 and 0001.
The temperature dip becomes stronger with lower density floor.

of this temperature gap matches the second ring purely by chance. On the other hand, we propose

that our two-population scenario can naturally explain why the temperature gap is exactly at the

position of the ring. As mentioned in previous sections, big grains dominate in the ring and the

cooling is more efficient. Thus, the temperature in the ring is lower. If this mechanism dominates,

we predict that the temperature gap will disappear if one uses a more optically thick tracer to probe

higher emission surfaces. On the other hand, if this is indeed due to the shadowing effect suggested

by Rosotti et al. (2021), the temperature gap should still be able to be observed at several disk scale

heights.
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With more high-resolution line emission data available in future, we may be able to find more

cases showing temperature gaps at or beyond a continuum ring, since both the shadowing effect

and excess cooling can lead to a temperature gap.

6.7 Conclusion

We study the thermal structure of a dusty ring self-consistently by iterating the disk’s dust

distribution, thermal structure from MCRT, and vertical hydrostatic equilibrium. We find that two

different effects can lead to a temperature dip in a ring. One is the shadowing effect and the other

is excess cooling of big grains concentrated in rings. The latter effect is studied for the first time in

this work.

We include two dust populations in our model: small and big grains. For each population, we

adopt a Gaussian ring structure in the radial direction. Due to the dust trapping by the pressure

bump, the small and big grains have different radial widths and scale heights, depending on their

coupling to the gas. After several iterations, we find that temperature drops substantially inside

the ring, which is due to the different equilibrium temperatures of small and big grains. With the

higher opacity at submm/mm wavelengths, big grains have higher cooling efficiency, so that the

temperature drops at the ring center where they are concentrated.

The temperature dip by the shadowing effect is important when the disk is optically thick.

Its temperature dip exists in a large vertical region. On the other hand, the temperature dip by

excess cooling of big grains is the strongest when the disk is optically thin, and it happens closer

to the midplane. In reality, both mechanisms operate together to some degree. Both mechanisms

can explain the temperature gap observed in CI Tau (Rosotti et al. 2021), but the excess cooling
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effect does not need fine-tuning. The gap is located at the dust continuum ring, which is the

exact prediction of this excess cooling mechanism, instead of a coincidence as in the shadowing

mechanism.

Temperature dips by either of these two mechanisms can possibly lead to the formation of more

rings beyond the initial dust ring. This is due to the feedback from the disk’s thermal structure to

the dust radial drift. The temperature bump can produce a pressure bump, given that the gas

surface density does not vary abruptly. We demonstrate this possibility by combining the MCRT

calculation with a 1D dust evolution code. If the drift timescale is long, the ring will not split into

more rings. Instead, it will deviate from a Gaussian, with steeper inner edge and shallower outer

edge. With a low viscosity and different dominant populations inside and outside of a ring, one

ring can indeed evolve to more rings. The separation is around several au, which is within the

observational limit of ALMA. We have already seen that with higher resolutions that previously

observed wide single ring can be resolved into more rings (e.g., Facchini et al. 2020; Benisty et al.

2021). More systems with these closely packed rings may be found in future higher resolution

observations. By constructing self-consistent ring models and comparing with observations, we

may be able to constrain the dust size distribution, dust settling, and dust radial drift in rings of

protoplanetary disks. These information can be used to constrain planetesimal and planet formation

within rings.

6.8 1D Dust Evolution Model

We use a single size approximation for dust evolution calculation, similar to Sato et al. (2016).

One of the motivations of this approach is that the mass-size distribution of dust is top heavy,
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so the dust surface density can be well represented by its maximum sized species. In cylindrical

coordinates, the advection-diffusion equation for dust surface density Sd is

∂Sd

∂ t
+

1
r

∂
∂ r


rvrSd � n

1+St2
rSg

∂Z
∂ r

�
= 0, (6.18)

where vr is grain’s radial velocity, n is the turbulent viscosity, St is the dimensionless stopping

time of the dust particles, and Z is the dust-to-gas surface density ratio. The exact value of vr is

governed by angular momentum loss by gas head wind (Weidenschilling 1977).
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, (6.19)

where vK is the local Keplerian orbital velocity, rd is mass density of individual particle, a is the

dust particle radius, and l is the mean free path of the gas. Stokes number St covers two drag

regimes: Reynolds regime and the first Stokes regime. h is the parameter that reflects the gas

disk’s pressure gradient,

h =
d ln(c2

s rg)

d lnr

✓
cs

vK

◆2
. (6.20)

The core of the single sized approximation is the equation governing the size evolution of a

representing particle,

∂mp

∂ t
+ vr

∂mp

∂ r
= Sd

2
p

pa2
pvpp

hd
. (6.21)

The source term on the right hand side is the growth kernel that defines how fast this particle
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sweeps up mass. The particle-particle velocity, vpp can be divided into five components,

vpp =
q

(DvB)2 +(Dvt)2 +(Dvr)2 +(Dvf )2 +(Dvz)2. (6.22)

The first term is mutual velocity from Brownian motion. If the mass of the other particle is m0
p,

then DvB =
q

8(mp +m0
p)kBT/(pmpm0

p). Since DvB does not diminish to zero when mp = m0
p, we

use DvB = 4
p

kBT/(pmp) with mp as the mass of the representing size in our single-sized model.

The second term is velocity from turbulent mixing. For two particles with Stokes number St and

St0 in a disk with a viscosity,

Dvt =

8
>>>>>>>><

>>>>>>>>:
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1+St +
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1+St0 if St � 1,

(6.23)

where Ret = 2n/vthl is the turbulent Reynolds number, and vth =
p

8kBT/pµ is the thermal

velocity of the gas. Note that the first function diminishes to zero when St = St0. This is the

same for Dvr,Dvf ,Dvz. When this happens one needs to use a second representing particle size to

calculate St0, but does not need to evolve the second particle independently. Following Sato et al.

(2016), this single sized model produces the best result when St0/St = 0.5 comparing with a full

dust evolution model.
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CHAPTER 7 Porous Dust Particles in Protoplanetary Disks: Application to the HL Tau Disk

Shangjia Zhang,1,2, Zhaohuan Zhu,1,2, Takahiro Ueda,3,4, Akimasa Kataoka,3, Anibal Sierra,5,
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7.1 Abstract

Dust particle sizes constrained from dust continuum and polarization observations by radio in-

terferometry are inconsistent by at least an order of magnitude. Motivated by porous dust observed

in small Solar System bodies (e.g., from the Rosetta mission), we explore how the dust parti-

cle’s porosity affects the estimated particle sizes from these two methods. Porous particles have
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lower refractive indices, which affect both opacity and polarization fraction. With weaker Mie

interference patterns, the porous particles have lower opacity at mm wavelengths than the compact

particles if the particle size exceeds several hundred microns. Consequently, the inferred dust mass

using porous particles can be up to a factor of six higher. The most significant difference between

compact and porous particles is their scattering properties. The porous particles have a wider range

of particle sizes with high linear polarization from dust self-scattering, allowing mm-cm-sized par-

ticles to explain polarization observations. With a Bayesian approach, we use porous particles to

fit HL Tau disk’s multi-wavelength continuum and mm-polarization observations from ALMA and

VLA. The moderately porous particles with sizes from 1 mm-1 m can explain both continuum and

polarization observations, especially in the region between 20-60 au. If the particles in HL Tau

are porous, the porosity should be from 70% to 97% from current polarization observations. We

also predict that future observations of the self-scattering linear polarization at longer wavelengths

(e.g., ALMA B1 and ngVLA) have the potential to further constrain the particle’s porosity and

size.

7.2 Introduction

Dust plays a fundamental role in the secular evolution of the protoplanetary disk by setting

thermal structure and participating in dynamics as they aggregate and collapse to form planetesi-

mals, eventually planets (Lesur et al. 2022). As dust particles are the primary source of opacity in

protoplanetary disks, their presumed opacity is used to convert the radio continuum emissions to

the disk dust mass. However, the opacity itself depends on the particle properties (such as compo-

sition, size, temperature, and distribution). Recently, ALMA continuum polarization observations
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provide an independent constraint on dust particle properties. Both dust continuum observation

and polarization observation should work in synergy, increasing our knowledge of dust properties

(e.g., a review from Miotello et al. 2022).

7.2.1 Particle Size Problem

If the polarization is due to dust self-scattering, ALMA (sub)mm polarization observations can

tightly constrain the particle size. In order to produce polarization with dust self-scattering, the

radiation field needs to be anisotropic so that the polarization due to light from different directions

does not cancel out. This condition makes inclined and substructured disks ideal for observing self-

scattering polarization (Kataoka et al. 2015; 2016a; Yang et al. 2016). One of the best examples for

protoplanetary disks are HL Tau (Stephens et al. 2014; 2017); HD 142527 (Kataoka et al. 2016b;

Ohashi et al. 2018); IM Lup (Hull et al. 2018b); CW Tau, DG Tau (Bacciotti et al. 2018); AS 209

(Mori et al. 2019); and HD 163296 (Dent et al. 2019; Ohashi & Kataoka 2019). Among these

disks, the dust continuum polarization fractions are detected as ⇠1% at ALMA bands 6 and 7

(⇠1.3 mm, and 0.87 mm, respectively). Another condition requires strong dust scattering at mm

wavelengths, and the scattered light needs to be polarized. For compact particles, the scattering

albedo becomes substantial if the particle size a & l/2p , but the fraction of the polarized scattered

light sharply drops to zero beyond that same particle size. These competing effects result in only a

narrow range of particle sizes that can produce detectable polarization at a particular wavelength.

In other words, the polarization fraction of the total intensity is very sensitive to the particle size.

The inferred particle sizes are around 100 µm. particle sizes larger or smaller than this produce

much lower linearly polarized emissions. However, this value is at least an order of magnitude less
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than the particle size constrained from multi-wavelength continuum observations at radio bands

(e.g., a review from Andrews 2020).

Traditionally, multi-wavelength dust continuum observations are used to constrain the particle

size. If the disk is optically thin, the spectral index (a = dlnI(n)/dlnn) between two wavelengths

reveals the slope of dust absorption opacity (b = dlnkabs(n)/dlnn). In the Rayleigh-Jeans limit,

a = b+2. With an assumption of dust composition, the particle size can be inferred from b . The

typical b from diffuse clouds is ⇠1.7 from far-infrared and submillimeter observations (Finkbeiner

et al. 1999; Li & Draine 2001), whereas b from most of the protoplanetary disks at radio bands

are significantly .1, indicating mm to cm sized particles (e.g., D’Alessio et al. 2001; Calvet et al.

2002; Draine 2006). Detailed radio observations that resolve the disk show that a increases with ra-

dius (Perez et al. 2015a; Tazzari et al. 2016) and within dark gaps (Huang et al. 2018a), suggesting

particle sizes are smaller in the outer disk and the gaps if the emission is optically thin, consistent

with the theoretical prediction of dust radial drift and dust trapping (e.g., Weidenschilling & Cuzzi

1993). Nevertheless, particles are still ⇠1 mm even at these lower ends.

However, if the disk is optically thick, a will be ⇠2 and cannot be used to constrain the particle

size. Dust self-scattering can weaken the dust’s thermal emission and affect the a value, even

decreasing the a value below the blackbody value (Miyake & Nakagawa 1993; Liu 2019b; Zhu

et al. 2019; Sierra & Lizano 2020). The scattering albedo affects the thermal emission, which

makes the particle size constraint more difficult with just dual-wavelength observations (Huang

et al. 2020a). In such a case, observations of three or more wavelengths are fit in tandem (Carrasco-

González et al. 2019b; Ueda et al. 2020; Macı́as et al. 2021; Sierra et al. 2021; Ueda et al. 2021;

2022; Guidi et al. 2022). With scattering considered, the smallest particle sizes can be as low as

several hundred microns in some regions, but mm-cm-sized particles are still valid solutions in
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most of the disks (Ueda et al. 2020; 2021; 2022; Sierra et al. 2021; Guidi et al. 2022).

Modeling the disk in detail with both radio continuum SEDs (Spectral Energy Distributions)

and polarization observations can give us more stringent constraints on the particle sizes and other

disk properties. Lin et al. (2020) model HD 163296 with the spectral index between ALMA bands

6 and 7 and polarization at band 7 to show that purely 90 µm sized particles can explain both types

of observations. Ueda et al. (2021) study the particle size in the HL Tau’s inner disk (.20 au)

by fitting SEDs from 4 ALMA/VLA bands and polarization measurements from 3 ALMA bands.

They consider dust vertical settling with mm-sized particles concentrated in the midplane and 100

µm-sized particles in the disk atmosphere. They find that mm-sized particles can still be present in

the disk as long as they are highly settled and hidden in the optically thick midplane. Small 100-

µm-sized particles in the atmosphere contribute to the detectable polarization emissions (Ueda

et al. 2021; Sierra & Lizano 2020; Brunngräber & Wolf 2021).

7.2.2 Consideration of Porosity

In this paper, we extend the work by Ueda et al. (2021) and study both the inner and outer re-

gions of the HL Tau disk, focusing on the influence of particle porosity on SED and polarization

fittings. This is inspired by recent small Solar System objects missions (e.g., the Rosetta mission).

Cometary nuclei are considered to be the remnants of the planetesimals (Weissman et al. 2020) and

are highly porous (Groussin et al. 2019). The km-sized cometary nucleus 67P/Churyumov–Gerasimenko

has a porosity of 70%-85% constrained by measuring the dust’s permittivity (Kofman et al. 2015;

Herique et al. 2016) and the nucleus density (Jorda et al. 2016; Pätzold et al. 2016) from the Rosetta

mission. In addition, porous particles are detected (Bentley et al. 2016; Mannel et al. 2016; 2019)

261



and account for more volume fractions than the compact particles among the collected samples

(Merouane et al. 2016). While it is not clear whether the micro-porosity solely contributes to the

total porosity, voids should be no larger than ⇠ 9 meters from radar measurements (Ciarletti et al.

2017), and models (Blum et al. 2017; Bürger et al. 2023) with a combination of particle poros-

ity (micro-porosity; Weidling et al. 2009; Zsom et al. 2010) and random packing of the particles

(Skorov & Blum 2012; Fulle & Blum 2017) can closely explain the observations from the Rosetta

mission.1

Theory and experiments support the existence of porous particles in protoplanetary disks as

micron-sized dust particles coagulate to form fluffy agglomerates (Ossenkopf 1993; Weidenschilling

& Cuzzi 1993; Wurm & Blum 1998; Kempf et al. 1999; Krause & Blum 2004; Okuzumi et al. 2012;

Kataoka et al. 2013; Krijt et al. 2015; Estrada et al. 2016; 2022; Estrada & Cuzzi 2022). Experi-

ments reveal that the mm-cm-sized (pebble-sized) agglomerates that cannot surpass the bouncing

barrier experience compression and eventually reach an equilibrium with porosity ⇠ 64% (Wei-

dling et al. 2009; Zsom et al. 2010). Observationally, near-infrared scattered-light imaging starts to

shed light on the small particle’s porosity in protoplanetary disks. Recent analyses on the polarized

scattered light phase functions observed by VLT/SPHERE reveal that micron-sized dust particles

are porous in all 10 disks in their sample (Ginski et al. 2023). Particularly in IM Lup disk, particles

are found to be fractal agglomerates with sizes ⇠ 2 µm composed of ⇠ 200 nm monomers (Tazaki

1We declare nomenclature on dust particles following Güttler et al. (2019). We use particle for
any unspecified dust particle; grain (or monomer) as the smallest solid particle with homogeneous
composition (compact with zero porosity). A dense aggregate is an assemblage of rigidly joint
grains, with porosity <10%. A porous agglomerate is composed of grains or dense aggregates with
porosities between 10%-99%. A fluffy/fractal agglomerate shows a fractal and dendritic nature
with porosity >99%. In this paper, we focus on dense aggregates and porous agglomerates. At a
population level, we use dust to refer to the solid component in protoplanetary disks that contrasts
the gas component.
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et al. 2023).

For our problem, porous particles may help alleviate the size inconsistency in two ways. First,

moderately porous particles (porous agglomerates) have a weaker size dependence of the self-

scattering polarization fraction at mm wavelengths (Tazaki et al. 2019a; Brunngräber & Wolf

2021), so the particle size does not need to be precisely 100 µm to match the high polarization

fraction in observations. Second, the absorption and scattering opacities of the compact particles

have strong interference patterns when 2pa & l . The absorption opacity of a single-sized particle

oscillates with sizes and wavelengths in high amplitude due to the interference. These interference

features are typically at mm-cm wavelengths for mm-cm-sized particles, providing a wide range of

spectral index values at mm wavelengths. Thus, the favorable particle sizes from SED fittings often

fall into mm-cm size regime. Porous particles have weaker interference features in the absorption

opacity (Kataoka et al. 2014), making it more difficult to constrain the particle size in the mm-cm

size range by fitting the spectral index. Allowing a non-zero porosity leaves more freedom in fitting

SED and mm polarization observations in tandem. While we only focus on the impact of spherical

porous particles in the current paper, we note that non-spherical compact particles (Kirchschlager

& Bertrang 2020) and non-spherical porous particles (Kirchschlager et al. 2019) are also able to

change the inferred opacity and polarization.

As the optical properties of dust particles are the key to understanding the fitting results, in

Section 7.3, we give a holistic view of dust properties on wavelengths, sizes, and levels of porosity.

In Section 7.4, we present the analytical fitting of SEDs considering different levels of porosity.

In Section 7.5, we pick some best-fit models to run Monte Carlo Radiative Transfer (MCRT) to

further compare with SEDs and polarization observations. In Section 7.6.1, we emphasize the

significant impact of porous particles on dust mass estimation. In Section 7.6.2, we test whether
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an even lower value of filling factor can reproduce two types of observations. In Section 7.6.3,

we discuss the impact of a different particle size distribution. In Section 7.6.4, we use current

polarization observations to constrain the possible range of the particle porosity in HL Tau. In

Sections 7.6.5, we lay out the approach to testing the prediction in the future. We also compare our

results with recent near-infrared scattered light observations and the Rosetta mission in Section

7.6.6. In Section 7.7, we use Table ?? and Figure 7.13 to summarize all possible solutions of

particle sizes and porosities for HL Tau. Readers who prefer to skip the technical details can

directly proceed to this section. We conclude our paper in Section 7.8.

7.3 Particle Optical Properties

Particle optical properties are generated by mixing different materials using the Effective Medium

Approximation (EMA; see Appendix 7.9 for its validity). This process is essentially averaging the

complex refractive indices of each component with certain rules to obtain a composite refrac-

tive index, m(l )=n(l )+ ik(l ). We adopt the DSHARP composition, which contain 20% water

ice (Warren & Brandt 2008), 33% astronomical silicates (Draine 2003), 7% troilite (Henning &

Stognienko 1996), and 40% refractory organics2 (Henning & Stognienko 1996) in mass fractions

(Birnstiel et al. 2018). To include porosity, we mix the DSHARP composition with vacuum using

the Burggeman rule. The fraction of the vacuum is controlled by the porosity, P , the volume

fraction of the vacuum in the dust particle. Another widely used parameter is the filling factor, f ,

where f = 1-P . Lastly, we calculate the particle optical properties using the Mie theory with the

refractive index as an input.

2Including more absorptive carbonaceous materials can change the refractive index signifi-
cantly and impact the polarization fraction (Yang & Zhu 2020). However, we only explore the
composition with refractory organics in our paper.
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We describe the behavior of four crucial particle optical properties generated by the Mie the-

ory to predict the dust continuum emission and mm polarization for various levels of porosity.

Understanding their behaviors helps fit and interpret observations in Sections 7.4 and 7.5. The

four properties are absorption opacity (kabs), effective scattering opacity (ksca,eff) , effective albedo

(weff), and polarization fraction at 90� (P). The definition of these parameters can be found in Ap-

pendix 7.10. kabs, ksca,eff, and weff, along with density and temperature, determine the continuum

emission. The product of weff and P indicates the total linear polarization fraction (Kataoka et al.

2015).

On the particle size constraint from SEDs, the increase of the opacity due to Mie interference

alters the opacity index (b ), leading to different interpretations of the spectral index (a) based on

compact and porous particle assumptions. The changing of ksca,eff and weff further complicates the

interpretation when the disk is optically thick.

In the following, we use an example with a f = 160 µm to introduce the behavior of kabs and

ksca,eff. We use a f to characterize the particle size since a and f are fully degenerate for kabs,

except at the Mie interference regime.

7.3.1 Opacities at af = 160 µm

For absorption opacities kabs, the values for various filling factors are similar, except at a ⇠ l/2p ,

where only the compact particle has higher opacity due to the Mie interference. This is demon-

strated in the upper left panel of Figure 7.1, where it shows single-sized DSHARP opacities for a f

= 160 µm along wavelengths for various filling factors. f = 1 is the compact particles (represented

by blue lines), whereas f =0.3, 0.1, and 0.01 are porous agglomerates represented by orange, green,
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Figure 7.1: The wavelength dependence of the absorption opacity (kabs), un-adjusted scattering
opacity or effective scattering opacity (ksca or ksca,eff) are shown from left to right. Top panels
are single-particle-size values, whereas bottom panels are the values with particle size distribution
n(a) µ a�3.5. Four filling factors are 1 (blue), 0.3 (orange), 0.1 (green) and 0.01 (red). Solid lines
are the total scattering opacities calculated from the Mie theory (ksca), whereas the dashed lines
are scattering opacities with forward scattering truncated (ksca,eff). The dotted lines are analytical
approximations of kabs and ksca in Bohren & Huffman (1983); Kataoka et al. (2014). The vertical
solid lines represent x=1, delineating Rayleigh and Mie regimes. The vertical dashed lines are lo-
cations where kx = 3/8 (for absorption) or (n�1)x = 1 (for scattering), delineating Mie’s optically
thin and thick regimes for the dust particles. x is the size parameter; x = 2pa/l or 2pamax/l ; see
Appendices 7.10, 7.11, and 7.12. The green vertical dashed line is almost at the same location as
the red one.

and red lines, respectively.

The upper right panel of Figure 7.1 shows the un-adjusted scattering opacities, ksca (solid

lines) and effective scattering opacities adjusted for the forward scattering, ksca,eff (dashed lines).

We see that the effective scattering opacities have much lower values at shorter wavelengths com-
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pared to ksca. For ksca, a and f are also degenerate for different filling factors at short wavelengths

(l . 2pa). However, the opacities are separated between various levels of porosity at longer wave-

lengths (l & 2pa). The effective scattering opacities, ksca,eff, are well separated at all wavelengths

since the dependence of forward scattering does not have degeneracy between a and f .

In reality, particles with a size distribution, rather than a single size, are a better approximation

in protoplanetary disks. Thus, we generate opacity with a power-law size distribution, n(a) µ a�q,

often used in the literature. We take the size distribution index q=3.5 as a typical ISM value

(Mathis et al. 1977). The minimum particle size, amin, is 0.1 µm. At mm-cm wavelengths, amin

is not important in averaging the opacity if amin ⌧ amax and q < 4 (the limit where the mass is

dominated by the dust particles in the top-heavy mass distribution). The resulting absorption and

scattering opacities are shown at the bottom panels of Figure 7.1. Since the small particles have

higher opacities at shorter wavelengths, the resulting opacities are higher than the values shown on

the top panel at short wavelengths. Other than the short wavelength regime, the overall trends of

the opacity are similar to the single-sized opacity.

We note that the particle size distribution is not well-constrained from observations. While

simple steady state solutions between coagulation and fragmentation lead to a power-law distribu-

tion with q=3.5 (Dohnanyi 1969; Tanaka et al. 1996), simulations with dust growth-fragmentation

in disks give a complicated distribution, which cannot be described as a power-law (Birnstiel et al.

2011). We use q=3.5 as a fiducial model in this paper, and discuss the impact of q in Sections 7.6.3

and 7.6.4.

We also want to mention that absorption opacity (kabs) alone strongly impacts the dust mass

estimation from continuum observations. When l ⇠ 2pa, the kabs for compact particles is around

six times higher than that for porous particles (for f =0.1). This opacity increase is due to Mie in-
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terference unique to the compact particles with a higher refractive index. Thus, with mm-cm-sized

particles, adopting compact particles instead of porous particles can increase the dust continuum

opacity at radio bands by a factor of six or more and decrease the mass estimate by the same factor.

We will use Section 7.6.1 to emphasize its significance after discussing how it can alleviate the

particle size problem.

In Appendices 7.11 to 7.14, we follow Kataoka et al. (2014) to develop a simple model to

understand the particle opacity at various regimes. The simple model provides a clear physical

picture obscured by the direct Mie calculations. These insights are general and not related to a

specific dust composition mixture. The model is shown by the dotted lines in the upper panels of

Figure 7.1. The vertical dashed lines also show three regimes for the model, delineated by the size

parameter (x=2pa/l ), and the complex refractive index (see Appendices 7.10, 7.11, and 7.12).

On the left of the vertical-dashed line, the particle is in Mie’s optically thick regime. Between the

vertical-dashed line and the vertical solid line, the particle is in Mie’s optically thin regime3. On the

right of the vertical-solid line, the particle is in Rayleigh regime. The analytical approximation fits

the DSHARP opacities (kabs, and ksca) perfectly at short and long wavelengths except for l ⇠ 2pa

in Mie’s optically thin regime. A more detailed explanation on the analytical approximations can

be found in Appendices 7.11 and 7.12.

7.3.2 More Particle Sizes and Polarization Fraction

We map out the optical properties for a wide range of amax f with a particle size distribution q = 3.5.

In the top rows of Figure 7.2, we show the wavelength dependence of the particle absorption

3We note that the optical depth here is referred to the optical depth inside a particle.
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Figure 7.2: Wavelength dependence of the absorption opacity (top panels), effective scattering
opacity (middle panels) and Pweff (solid lines, bottom panels), P (dotted-dashed lines, bottom
panels) and weff (dotted lines, bottom panels). From left to right, the maximum particle sizes
amax f are 160 µm, 1 mm, 1 cm and 10 cm. Four filling factors are 1 (blue), 0.3 (orange), 0.1
(green) and 0.01 (red). The circles (108) represent x=1, delineating Rayleigh and Mie regimes.
The squares (110) are locations where kx = 3/8 (for absorption) or (n � 1)x = 1 (for scattering),
delineating Mie’s optically thin and thick regimes for the dust particles. x is the size parameter;
x = 2pamax/l (see Appendices 7.10, 7.11, and 7.12).

opacities, kabs for various amax f . From left to right, the maximum particle size amax f increases

from 160 µm to 10 cm. Additionally, four vertical lines indicate the observational wavelengths

for ALMA bands 7 (⇠0.87 mm), 6 (⇠1.3 mm), 4 (⇠2.1 mm) and VLA Ka+Q band (⇠7.9 mm).

Except for the small particles, amax f =160 µm (same as Figure 7.1), the compact particles have

opacities several times higher than their porous counterparts at ALMA and VLA bands due to the

interference pattern (Kataoka et al. 2014; Birnstiel et al. 2018). For these compact particles, the

opacity index between different bands depends largely on the interference pattern and can vary

far from l�2 represented by the dashed line. For example, if amax f = 1 mm, the opacity indices

between ALMA bands are less than two, whereas that between ALMA band 4 (⇠2.1 mm) and VLA
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band Ka+Q (⇠7.9 mm) can be much steeper than two. The feature disappears when the particle

has a moderate porosity even if the filling factor f is as high as 0.3. For the porous particles,

the opacity approaches to l�2 at ALMA and VLA bands and its slope only starts to become

shallower when amax f & 1 cm. Compact and porous particles have such a significant difference at

these wavelengths since they are within Mie’s optically thin regime, where the boundaries between

Rayleigh, Mie’s optically thin, Mie’s optically thick regimes are indicated by circles (108) and

squares (110), respectively.

The second row of Figure 7.2 shows the effective scattering opacity ksca,eff. The effective

scattering opacity decreases with increasing amax f . Similar to Figure 7.1 (amax = 160 µm), the

effective scattering opacity at shorter wavelengths decreases as the particles become more porous.

The more porous particles have higher effective scattering opacity at longer wavelengths (l >

2pamax, i.e., the Rayleigh regime).

On the particle size constraint from polarization emission, both weff and P become more favor-

able in producing a higher polarization fraction with porous particles, as shown in the third row

of Figure 7.2. Pweff, P, and weff are represented by solid, dotted-dashed, and dotted lines, respec-

tively. For compact particles, weff is only high when a ⇠ l/2p at a given wavelength. The range

of particle sizes with high polarization fraction is wider for porous particles4. P also becomes

constantly high along all the wavelengths (Tazaki et al. 2019a), instead of a sharp drop-off when

a & l/2p . Combining these two factors, we have a wider range of particle sizes to explain high

polarization fractions observed in ALMA bands 6 and 7 (Tazaki et al. 2019a and see Appendix

7.13 for details). In other words, if particles are porous, an observed high polarization fraction at

4The range of particle sizes with high polarization fraction is also wider for non-spherical
particles (Kirchschlager & Bertrang 2020), but with a different shape.
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a certain wavelength can no longer translate to a tightly-constrained particle size, as it does for

compact particles.

Take the amax f = 160 µm case as an example, the compact particles only have high polarization

fraction when l ⇠ 1 mm. As the particles become more porous, the window for high polarization

fraction becomes much wider. At f =0.1 (green curve), the Pweff is above 0.5 for l from sub-mm

to several cm. However, when the particles are too porous ( f =0.01), the polarization fraction be-

comes lower within ALMA bands (red curve) and can no longer explain observed high polarization

fractions at bands 7 and 6, which is confirmed by MCRT calculations (see Figure 7.9 and Tazaki

et al. 2019a; Brunngräber & Wolf 2021). For compact particles, as the maximum particle size

increases, the narrow window for high polarization fraction shifts to longer wavelengths, so the

high polarization fraction is expected to be observed only at longer wavelengths. In contrast, the

window shift is less crucial for porous particle with f =0.1. For instance, the polarization fraction

can still be high at ALMA band 7 even if amax f = 1 mm.

7.3.3 Spectral Indices and Polarization Fractions Predicted by kabs, ksca,eff,

weff, and P

Aside from predicting polarization fraction using Pweff, we can also predict the spectral index (a;

In µ na ) using kabs, ksca,eff, and weff with the help of the radiative solution of the plane parallel

approximation considering scattering (Miyake & Nakagawa 1993; Zhu et al. 2019; Sierra et al.
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2019; Carrasco-González et al. 2019b). The analytical expression5 is

In = Bn(T )
n

1� exp
⇣

� tn
µ

⌘
+wnF(tn ,wn)

o
, (7.1)

where the third term in the curly braces is the correction due to scattering.

F(tn ,wn) =
f1(tn ,wn)+ f2(tn ,wn)

exp(�
p

3entn)(en �1)� (en +1)
,

f1(tn ,wn) =
1� exp{�(

p
3en +1/µ)tn}p

3en µ +1
,

f2(tn ,wn) =
exp(�tn/µ)� exp(�

p
3entn)p

3en µ �1
, (7.2)

where en =
p

1�wn . When the disk is very optically thick, wnF(tn ,wn) is negative and con-

tributes to the reduction of intensity below the blackbody radiation. To truncate forward scattering,

we should use weff for wn . Additionally, we should use ksca,eff to calculate the total optical depth,

where

tn or ttot = (kabs +ksca,eff)Sd, (7.3)

where Sd is the dust surface density.

The general trend for the spectral indices is that they become less sensitive to particle sizes

as the particles become more porous. In Figure 7.3, we demonstrate the predictions of spectral

indices using Equation 7.1 in both optically thin (t=0) and thick (t!•) limits. All panels display

the size dependence of particle optical properties with different filling factors (from left to right,

5We use the equation from Sierra et al. (2019), where the radiative transfer equation is inte-
grated. The equation from Zhu et al. (2019) is similar but slightly different in that they use the
Eddington approximation to find a solution to the emergent intensity.
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Figure 7.3: From top to bottom: the size (amax f ) dependence of the kabs (absorption opacity), In /Bn
(intensity reduction due to scattering compared to the blackbody radiation), athin, athick (spectral
indices at optically thin and thick regimes), and Pweff (The product of the polarization fraction at
90�, P and the effective albedo, weff). In the bottom panels, solid lines are Pweff, dotted lines are
weff, and dashed-dotted lines are P. From left to right, the filling factors are f =1, 0.3, 0.1, and
0.01. Red, blue, black, and magenta curves represent these quantities at 0.87 mm, 1.29 mm, 2.14
mm, and 7.89 mm. The circles (108) represent x=1, delineating Rayleigh and Mie regimes. The
squares (110) are locations where kx = 3/8 (for absorption) delineating Mie’s optically thin and
thick regimes for the dust particles. Horizontal yellow dashed lines are a=2.5 as a reference point
between athin and athick.

the particles become more porous from f =1 to 0.01) and at different wavelengths (red: 0.87 mm;

blue: 1.29 mm; black: 2.14 mm; magenta: 7.89 mm), corresponding to ALMA bands 7, 6, 4, and

VLA Ka+Q bands.

The spectral indices in the optically thin limit where the scattering is negligible are shown in
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the third row of Figure 7.3. The blackbody radiation is assumed to be at the Rayleigh-Jeans tail6,

so that a=b+2; kabs(n) µ nb , where b is the opacity index. In this limit, the spectral index is

only determined by the absorption opacity (kabs) shown in the first row. For various porosities,

the a changes from the ISM value (⇠ 3.7) at the small-particle end to lower values (⇠ 3.0) at the

big-particle end. When the particle is compact, the spectral indices have peaks at amax ⇠ l/2p due

to the interference feature in the absorption opacity. For ALMA bands, a can be as high as 5.0.

Even with a moderate porosity, e.g., f =0.3, these peaks with very high values disappear. Instead,

the spectral indices are similar (with a slight increase) to the ISM value until amax f ⇠ several mm.

After that, the spectral indices start to drop. This trend also happens in particles with smaller filling

factors, but the drop of spectral indices is moving to larger particle sizes. The spectral index at the

large particle extreme can be approximated using b ⇡ (q�3)bISM (Draine 2006), where q=3.5 and

bISM=1.7. An important implication for these trends is that with porosity, the particle size becomes

difficult to infer from the spectral index since they are less sensitive to amax f . For example, the

spectral indices observed similar to the ISM values can even be due to amax f ⇠ mm particles.

The spectral indices at the optically thick regime mainly depend on the effective albedo, weff,

and can be taken as the ratio of the logarithmic intensity reduction between two wavelengths plus

two (athick = dln(In /Bn )/dlnn + 2). If there were no scattering, the spectral index should be exactly

two in the Rayleigh-Jeans approximation.

We introduce the intensity reduction due to the dust scattering, In/Bn , shown in the second row

of Figure 7.3. The reduction factor is what in the curly braces in Equation 7.1 and in the optically

6Note that in protoplanetary disks’ midplane the temperature can be at several tens of Kelvin.
At ALMA bands, hn /kT . 1, but not much less than unity, so the blackbody spectrum is not
completely in the Rayleigh-Jeans tail, i.e., the wavelength dependence is shallower than Bn µ
n2. Nevertheless, the factor is highly temperature dependent and does not deviate from the two
significantly.

274



thick limit with the assumption µ=1 (the disk is face-on)7. The reduction is stronger if the disk is

inclined (Zhu et al. 2019; Sierra & Lizano 2020). For the compact particles, the intensity reduction

starts at short wavelengths when amax f < 100 µm. When amax f > 1 mm, the intensity is reduced

more at longer wavelengths. As the particles become more porous, the intensity is reduced less for

a given amax f , and the particle size with the lowest reduction factor becomes smaller. However,

the reduction is still substantial if f & 0.1. The scattering is not crucial for f =0.01, expect for l =

7.89 mm and amax f < 1 cm (with In/Bn ⇠ 90%).

Now we are ready to present the spectral indices at the optically thick regime in the fourth row

of Figure 7.3. For compact particles, the spectral indices are affected the most by the scattering.

The spectral indices have a dip with the value ⇠ 1.7 when amax f is several 100 µm. As the

particle size increases, the spectral indices increase and peak at 2.5 when amax f is several mm.

The trends at different wavelengths are similar. The peaks and dips are just shifted to larger sizes

for longer wavelengths. As the particles become more porous, the dips shift to smaller particles,

whereas the peaks shift to larger particles. In the meantime, the amplitudes of the varying spectral

indices become smaller. For f = 0.01, the spectral indices for all particle sizes approach two for all

wavelengths.

Overall, as the particle becomes more porous, the spectral index approaches ISM values at the

optically thin limit and two at the optically thick limit in a vast parameter space.

To complete the prediction on polarization fraction, we show the proxy of polarization fraction,

Pweff, in the bottom row of Figure 7.3. They are similar to the bottom row of Figure 7.2, but with

7Note that in some parameter space the intensity can be enhanced by scattering. If the disk is
optically thin and its dust has a high albedo, the intensity with scattering can be higher than that
without scattering at a face-on view (Sierra & Lizano 2020). This is because the scattering can
remove the photons in the optically thick edge-on direction and put them into the optically thin
face-on direction.
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amax f as the x-axis. The trend is similar to Figure 7.2–the more porous particles have a wider range

of amax f to produce high polarization fraction at a give wavelength. For the compact particles, at

each wavelength, the polarization fraction has a sharp peak around a specific particle size. The

peak is around amax = l/2p . For 0.87 mm and 1.29 mm, amax f is around 100 µm, which explains

why mm polarization observations tend to constrain the particle size to be 100 µm (e.g., Kataoka

et al. 2015; Yang et al. 2016). With porosity, however, the window for an amax f that can reproduce

a certain polarization fraction becomes wider.

While the wide window of amax f to produce high polarization fraction makes it difficult to con-

strain the particle size at a particular wavelength, we can potentially probe whether the particles

are porous through the wavelength dependence of the polarization fraction. For porous particles,

as long as the particle size is larger than several 100 µm, the polarization fraction becomes larger

for longer wavelengths. This contrasts with the 100 µm solution, in which the polarization frac-

tion decreases with wavelengths and becomes negligible at VLA/ngVLA (Very Large Array/next-

generation Very Large Array) bands (l & several mm). With highly porous particles ( f =0.01), the

polarization fraction is too low to explain the observed polarization fraction (see Figure 7.9 and

Tazaki et al. 2019a). This means that if particles are porous, we can constrain the porosity from

current observations (see Section 7.6.4). Changing the slope of the particle size distribution can

quantitatively change these relations, but the overall trend is the same as long as q < 4.

7.4 Analytical Fitting on Continuum

With a comprehensive understanding on the porous particles’ optical properties in Section 7.3,

we now fit the HL Tau continuum observations using a wide range of possible dust surface density,
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temperature, and particle sizes for both compact and porous particles. These best-fit models will

be used as inputs for the MCRT simulations in Section 7.5.

7.4.1 Observations

We use the radial profiles reduced in Carrasco-González et al. (2019b) for ALMA bands 7, 6, 4,

and VLA Ka+Q bands (at ⇠ 0.87, 1.3, 2.1, and 7.9 mm, respectively). All images have been

convolved to the same angular resolution of ⇠ 7.35 au (50 mas). Details of the observations and

image reduction can be found therein.

7.4.2 Method

We use a Bayesian approach, i.e., P(model|data) = P(data|model)P(model)/P(data), to find the best

parameters for the model. The best model is the combination of parameters that maximizes the

posterior, P(model|data). To write it out explicitly,

P(T,Sd,amax f |IB7, IB6, IB4, IVLA)

µ P(IB7, IB6, IB4, IVLA|T,Sd,amax f )

⇥P(T,Sd,amax f ).

(7.4)

The first term on the right-hand side,

P(IB7, IB6, IB4, IVLA|T,Sd,amax f ) µ exp(�c2

2
), (7.5)
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is the likelihood of the observations given a combination of parameters, where,

c2 = Â
i

wi

 
Iobs,i � Im,i

si

!2

. (7.6)

The Im,i is the modeled intensity at i band using Equation 7.1, with inclination being 46.72�. The

amax f enters the equation by determining the opacities and effective albedo (kabs, ksca,eff, and weff).

Note that we only take q=3.5 as the size distribution in the current section, but we will also present

a case with q=2.5 in Section 7.6.3. With the easy-to-use dsharp opac package (Birnstiel 2018),

the opacity with any composition and filling factors can be easily generated. Then they can be

taken as the input for the analytical fitting. Iobs,i and si are the observed intensity and uncertainty

at band i. The uncertainty is composed of the azimuthal variation DIobs,i and calibration error

d Iobs,i. The total uncertainty reads

s2
i = (DIobs,i)

2 +(d Iobs,i)
2. (7.7)

The calibration errors are set to be 10%, 10%, 5%, 5% for ALMA bands 7, 6, 4, and the VLA

band. wi is the weight for each wavelength. Since the VLA band is a combination of Ka and Q

bands, we give the weight as 2, whereas all ALMA bands have weights as 1.

The second term on the right-hand side of Equation 7.4 is prior. In previous literature (Macı́as

et al. 2021; Sierra et al. 2021; Ueda et al. 2022), the prior is assumed to be uniform (in logarithmic

space) for amax f and dust surface density within a certain range. We also set uniform priors for

amax f between 0.1 µm to 1 m, and dust surface density from 10�1.5 to 101.5 g cm�2. In addition to

the whole particle population model, we also separate the particle population into big particles or
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small particles to find the best model within these two populations, similar to Macı́as et al. (2021);

Sierra et al. (2021); Ueda et al. (2022). This is motivated by the dependence of the spectral index

on the particle size. As seen from the third row in Figure 7.4, two solutions can be found for a given

spectral index8. The temperature prior ranges from 10 K to 300 K, but is not uniform, since for

several regions in the disk, a uniform prior of temperature makes the temperature unconstrained.

This is because temperature and surface density are correlated. The temperature can be fitted

infinitely high while the surface density only decreases slightly. Hence, we assign a Gaussian prior

with a large scattering to produce more smooth and reasonable temperature profiles. The prior

temperature is centered on the following profile,

Tp(r) = 200 K⇥(r/au)�0.4, (7.8)

with scattering also being 1 ⇥ Tp(r),

P(T,Sd,amax f ) = exp

 
� 1

2
(T �Tp(r))2

Tp(r)2

!
. (7.9)

In this way, the temperature is constrained in a reasonable range while the prior is still loose enough

so that the temperature does not collapse onto the Gaussian prior center. A temperature prior is

also used in Macı́as et al. (2021) in which the prior is based on the expected temperature profile

for a passively irradiated disk. We fit the intensity profiles from 1 au to 100 au, spacing every 1 au,

following Macı́as et al. (2021); Sierra et al. (2021); Ueda et al. (2022). We note that the neighboring

radii are correlated due to the nature of radio images and the much larger beam size (7.35 au). The

8This is because the optically-thin spectral indices at ALMA bands have maxima when the
particle size is sub-millimeter for compact particles.
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temperature grid is spaced every 5 K; the ratio between the neighbouring particle sizes is 1.08;

and the ratio between the neighbouring dust surface density is 1.04. We also emphasize that the

main focus of this current paper is to explain the observations of the outer HL Tau disk (& 20 au)

since the inner optically thick part can be substantially affected by dust vertical settling (Ueda et al.

2021). Nevertheless, we will discuss the fitting result at face value throughout the disk, including

the inner part.

7.4.3 Results

f=1 (Compact Particles)

Figure 7.4 presents the continuum fitting results for compact particles. The left, middle and right

panels are the results for the whole particle population, the small-particle-only (amax f < 300 µm)

and the big-particle-only (amax f > 300 µm) priors. In the top panels, solid lines show the best-fit

intensities, and the dashed lines with shaded areas are the observations with 1s and 2s uncer-

tainties. The second row shows the best-fit total optical depth ttot, which is (kabs +ksca,eff)Sd

(Equation 7.3). The third to fifth rows show the marginalized posterior for amax f , Sd and T , re-

spectively. The posterior is normalized by the maximum value within the map. The yellow regions

represent a higher probability. The hatched regions are not used in the fitting. The white lines are

the best fit models among the 3-D parameter space. The dust masses in each model are also listed

in the panels. The sixth row shows the spectral indices for models (solid lines) and observations

(dashed lines with shaded areas). The last row shows the value of the posterior probability using

the parameters of the best-fit model.

For the compact particles, the big-particle population fits better in the inner disk (<60 au),
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whereas the small-particle population fits better in the outer disk (>60 au). The quality of the

fitting can be indicated by the intensity profiles, spectral indices, and posterior probabilities. It is

noticeable that no model can perfectly fit the VLA data beyond 60 au due to the low signal-to-noise

ratio at that region. Considering only small particles, we cannot tightly constrain the particle sizes.

They can be between 0.1 µm and 100 µm. For small particles, the fitting within 60 au is not good

for three reasons. (a) The best amax f is at the parameter boundary (0.1 µm); (b) spectral indices at

two ALMA bands deviate from the observations up to Da=1 (also indicated by intensities); (c) the

posterior probability is very low. So the small-particle model is not preferred within 60 au. The

size can be better constrained with the big-particle population. Within 20 au, the amax f exceeds 1

m; for 20 au . r . 40 au, the amax f is around 10 cm; for 40 au . r . 60 au, the amax f prefers

1 cm; beyond that the size becomes 1 mm or smaller. The exceedingly large particle sizes within

40 au can be due to a unique opacity feature for the particle size distribution q=3.5. If q=2.5, the

particle size can be around several mm within 60 au (see Section 7.6.3, and Figures 7.10 and 7.17).

The better constraint on amax f , closer matches on intensities and spectral indices, and a higher

posterior probability indicate that big particles are better candidates within 60 au.

Big particles have higher opacities, so the inferred dust mass is much lower than using the small

particles (7.4⇥10�3 M� vs. 1.0⇥10�3 M� beyond 20 au). For the small-particle model, the optical

depths for the ALMA bands are & 0.1 across the disk, whereas the VLA band optical depth is two

orders of magnitude lower. For the big-particle model, optical depths at four bands are all close

to unity, except for regions beyond 60 au. For the small-particle model, if we assume the gas to

dust mass ratio is 100:1, the gas disk mass is even comparable to the stellar mass, meaning that the

disk is very gravitationally unstable. The temperature always has the opposite trend as the surface

density, so the small-particle model prefers lower temperature. The incentive for separating small
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and big particles can been seen on the probability plots for amax f (the third row). Considering

both populations, it is clear that the probability has a valley around amax f =300 µm along all radii.

Above and below this value, the probabilities are non-zero.

f=0.1 (Porous Particles)

For porous particles with f =0.1, the inner disk still prefers large particles; the outer disk still

prefers small particles. The models are shown in Figure 7.5 with the same layout as Figure 7.4.

For the small particles, the possible range of amax f is still quite large, from 0.1 µm to 100 µm. The

posterior probability is still low. For the big particles, the maximum particle sizes are higher than

the compact counterparts. Within 20 au, the amax f exceeds 1 m; for 20 au . r . 40 au, the amax f is

around 1 m; for 40 au . r . 60 au, the amax f prefers 10 cm; beyond that the size becomes 1 mm or

smaller. Again, the q=2.5 size distribution can bring the amax f down to mm-cm (see Section 7.6.3,

and Figures 7.10 and 7.17). Besides the size difference, small-particle and big-particle models

predict similar surface density and temperature since the opacity for the big particles no longer has

an interference pattern. The inferred masses for these two species are very high and similar to the

small-particle model for compact particles. Keeping the particle size the same, using opacity of big

porous particles can lead to a factor of 6.5 dust mass higher than their compact counterparts. Guidi

et al. (2022) have a similar finding in HD 163296. Even though the particle size is still difficult

to constrain by these observations, different particle sizes lead to similar constraints on the dust

surface density and temperature.

Overall, the porous particles can also explain the continuum observations.

In Appendix 7.16, we extend SED fitting by examining additional cases with various combina-

tions of filling factors and particle size distribution slopes. We also discuss more derived quantities,
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such as gas-to-dust mass ratio and Stokes number from SED fitting.

7.5 MCRT Fitting and Polarization

We run Monte Carlo Radiative Transfer (MCRT) simulations with two goals. One is to test the

1D analytical fittings on continuum emissions (Section 7.4). In the 1D analytical approximation

(Equation 7.1), ksca,eff is the same for any scattering angle (the total scattering opacity is scaled

to an isotropic-equivalent value). In MCRT simulations, we use the angle-dependent scattering

matrix to capture the anisotropic multiple scattering. Since many models predict marginally op-

tically thick optical depths in HL Tau within r . 60 au, the full treatment of radiative transfer is

necessary. The other is to generate linear self-scattering polarization maps to compare with current

polarization data and make predictions at longer wavelengths. The metric for polarization fraction,

Pweff (introduced in Section 7.3) only approximates the case with isotropic single scattering, so the

observed polarization fraction from multiple scattering needs to be calculated from a realistic 3D

disk setup. Furthermore, even with the exact same particle size and composition, different optical

depths and inclinations can lead to different polarization fractions.

7.5.1 MCRT Setup

Radiative transfer simulations are performed with the Monte Carlo radiative transfer code RADMC-

3D (Dullemond et al. 2012). The detail of the method can be found in Ueda et al. (2021); Zhang

et al. (2021b). Here we only provide a summary.

Vertical Settling. We use many particle species to simulate vertical settling. The particle size

distribution is logarithmically divided into 15 particle size bins per decade. The vertical dust
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density follows Gaussian profiles,

rd(r,a) =
Sd(r,a)p
2phd(r,a)

exp

 
� z2

2hd(r,a)2

!
, (7.10)

where z is the vertical height, and hd is the dust scale height. It is assumed to be in a mixing-settling

equilibrium (Dubrulle et al. 1995; Youdin & Lithwick 2007),

hd(r,a) = hg(r)
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where hg is the gas scale height given as hg(r) = cs(r)/WK(r). cs is the sound speed. Since we

assume the temperature is constant on the vertical direction (i.e., a vertically isothermal disk), cs is

only dependent on r. The Stokes number, St=St(r, a), is

St =
p
2

ra
Sg(r)

=
p
2

rinta f
Sg(r)

. (7.12)

This means that different particle species have different scale heights, which depend on the particle

size a f , particle internal density rint, local gas surface density Sg and turbulence9 at . We adopt at

= 10�4, and Sg = 1000 (r/au)�0.5 g cm�2. This gas surface density profile is the same as the one in

Ueda et al. (2021). We want to emphasize that the gas surface density here only affects the degree

of settling through St. Since St/at determines the settling, for a fixed degree of settling (i.e., fixed

St/at), a different Sg essentially means a different at . Hence, this adopted Sg does not prevent us

from assuming different Sg in Section 7.6.4. While the vertical settling is crucial for the inner disk

. 20 au (Sierra & Lizano 2020; Ueda et al. 2021), it is not as important in the outer disk, where

9we use subscript ‘t’ for the turbulence a to distinguish it from the spectral index a .
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it is less optically thick. Thus, we only use one fiducial at , which is small enough to enable dust

settling. Although dust settling has little effect on the SED and polarization of the outer disk, we

include it to keep our models self-consistent. We can also capture the transition between optically

thin and optically thick regions. For the DSHARP composition, the internal density, rint = 1.675 g

cm�3. By definition of the Stokes number (Equation 7.12), we can see that a f not only determines

the opacity, but also St, therefore the vertical settling.

Radially Varying of amax f . To simulate the dust with a size distribution and varying amax f at

different radii, we give each dust species a certain weight at each radius, ensuring the particle size

distribution still follows a power-law, n(a) µ a�q, with maximum particle size as amax(r). The dust

surface density for the i-th species reads,

Sd,i(r,ai) = Sd(r)
a�q+4

i+1 �a�q+4
i

a�q+4
max (r)�a�q+4

min

,

for r where amax(r) > ai+1,

Sd,i(r,ai) = 0,

for r where amax(r) <= ai+1,

(7.13)

where the fraction after Sd(r) is the mass fraction of the i-th species, and the sum of all species

equals the total dust surface density.

We use the best-fit10 radial profiles of amax f , Sd, and T from Section 7.4 (Figures 7.4 and

7.5) as the inputs of MCRT calculations. There are six models in total. Namely, they are whole-

population, small-particle-only and big-particle-only models with f = 1 and 0.1. These models

10“Best-fit” means the most-probable solution under some constraints. For example, the small-
particle models can have lower posterior probabilities within 60 au for the continuum observations
than the big-particle models.
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have a fiducial size distribution q=3.5. Additionally, we also run several cases with f = 0.01 and

q = 2.5, which will be presented in Sections 7.6.2 and 7.6.3.

To produce images, we incline and position the disk the same way as HL Tau. Since we find the

best-fit parameters using the data with resolution as 7.35 au (Carrasco-González et al. 2019b), we

compare the synthetic images directly with continuum images, without convolving them the second

times. A more proper way is to deconvolve the observations, find the intrinsic parameters, use these

intrinsic values as inputs to produce MCRT images, then convolve them with the observational

resolution. While we have taken the beam effect into account, a different order from the proper

way might lead to some error, but they should be less significant than completely ignoring the beam

effect when deep gaps are present as discussed in Lin et al. (2020). To compare with polarization

images, the MCRT images are smoothed with 30 au 2D Gaussian kernel, similar to the resolutions

in observations (Kataoka et al. 2017; Stephens et al. 2017). We still use DSHARP opacity, but

use Optool (Dominik et al. 2021) to generate opacity including scattering matrices thanks to its

faster speed.

7.5.2 MCRT Results

Continuum Radial Profiles

Figure 7.6 shows radial profiles of MCRT models with six best-fit models in Figures 7.4 and 7.5 in

ALMA bands 7, 6, 4 and VLA band Q+Ka (from top to bottom in each panel). They are generated

by azimuthally averaging images produced by MCRT.

The first row shows the cases for compact particles ( f =1). These radial profiles agree with

the analytical results in Figure 7.4. From left to right, the dust includes the whole population,
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small-particle population and big-particle population, with respect to solutions in Figure 7.4. The

continuum emissions deviate from the observations within 60 au for the small-particle model. The

small-particle model fits the outer disk (&60 au) better, whereas the big-particle model fits the

inner disk better. The whole population model combines the strengths of these two models.

As for the porous particles ( f =0.1), the MCRT (Figure 7.6 lower panels) also agrees with the

analytical results in Figure 7.5 largely, but the big-particle model fits the whole disk better. The

small particle model under-predicts the emissions from several gaps and rings. Comparing the

compact and porous models (top-left and bottom-left), the porous model fits the SEDs better. No

models can predict VLA observations beyond 60 au accurately due to low signal-to-noise ratio for

those observations in that region.

Integrated Polarization Fractions

Figure 7.7 presents the linear polarization fractions integrated in the central 20 au (blue ‘+’) and

within 100 au (orange ‘+’). The uncertainties of these models are taken to be 50%, as different

MCRT codes show this level of variation for the polarization fraction (Kataoka et al. 2015). The

observation values in the central 20 and 100 au with error bars (Kataoka et al. 2017; Stephens et al.

2017) are plotted in black. The observed polarization fractions within 100 au are very close11 to

those in the central 20 au. We just use one label to represent observed values from both regions.

The polarization fraction is computed from the spatially integrated (within the region of interest)

I, Q, and U emissions to average out the azimuthal polarization, focus on the component parallel

to the minor axis, and boost the signal-to-noise ratio. A quick summary of observations is the

110.61% and 0.58% at B7; 0.53% and 0.50% at B6; and below the detection limit (0.1%) at B3
for integrated polarization fractions within 20 au and 100 au, respectively.
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following. The polarization fractions are ⇠ 0.5% at bands 7 and 6 (⇠0.87 and 1.3 mm). The

linear polarization fraction at band 3 (⇠3.1 mm) is non-detection, with the upper limit as 0.1%.

However, the self-scattering polarization fraction can still be as high as 0.4% indicated by ‘⇥’

since the polarization due to radiative alignment can cancel some of the self-scattering component

(Mori & Kataoka 2021). Owing to this complication at band 3, we mainly focus on comparing

with ALMA bands 7 and 6 observations.

Compact Particles. The upper panels of Figure 7.7 show models with compact particles ( f =1).

All three models (blue markers) fall short of polarization fractions to explain the bands 7 and 6 data

in the inner disk by one order of magnitude. However, with a slight change of parameters, both

small-particle and big-particle models can explain the polarization of the inner disk (. 20 au).

For the small compact particle model (.20 au), the low polarization fraction is because the

best-fit amax f is around 0.1 µm in the inner disk, very far from amax f ⇠ 100 µm that can explain

the high polarization fractions. Since 100-µm-sized particles are the preferred particle size in

previous literature to explain band 7 polarization data (Kataoka et al. 2015; 2016a; Yang et al.

2016), we want to confirm they can produce enough polarization fractions in our setup. In the

meantime, we want to test the quality of the SED fitting using 100-µm-sized particles compared to

the small-particle model with amax f around 0.1 µm. In Appendix 7.17 and Figure 7.18, we confirm

that 100-µm-sized compact particles can explain the polarization fractions as previous studies, and

the quality of the SED fitting is similar to that of the 0.1-µm-sized particles.

For the optically-thick inner region (.20 au), Ueda et al. (2021) has demonstrated that vertical

settling can hide big particles in the midplane. The small particles on the surface can provide

enough polarization. When the settling is very strong at . 10�5 (stronger than 10�4 adopted

here), the amax f = 1 mm case can still provide polarization fractions high enough at bands 7 and 6
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at the inner disk (Ueda et al. 2021).

For the outer disk’s integrated polarization fractions (< 100 au), the small compact particles

(orange markers) can match the observed polarization fractions at bands 7 and 6, since the best

solution of amax f is around 100 µm in this region (see Figure 7.4 middle column). The compact-

big-particle models cannot produce observed polarization fractions. Since the outer disk is most

likely to be optically thin, the big particles cannot be hidden in the midplane. Thus, the compact-

big-particle solution is ruled out.

Porous Particles. The lower panels of Figure 7.7 show cases with porous particles ( f = 0.1).

The polarization fractions of both inner and outer disk are much higher for big porous particles

compared to big compact particles. Even for amax f ⇠ 1 m, the polarization fractions can match

observations at bands 7 and 6. Note that these moderately porous particles (porous agglomer-

ates) have similar properties to the large irregular particles, which can produce high polarization

fractions even though their size is very large (Lin et al. 2023). All three models can match the

polarization fractions across the disk. For all three models, the outer disks have similar but higher

polarization fractions than the inner disks. We find that this is because the outer disk (&20 au)

has optical depths closer to unity, whereas the inner disk (.20 au) has ttot �1 (see Figure 7.5

right column second row). The polarization is the strongest when the optical depth is around unity

(Yang et al. 2017). Several more detailed tests show that the polarization fraction is high enough to

match observations as long as amax f & 100 µm. Overall, the prediction for porous big particles is

that at longer wavelengths, the linear polarization fractions are higher than or comparable to bands

7 and 6 (⇠ 0.5%).
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Polarization Fractions along Major and Minor Axes at ALMA B7

Figure 7.8 presents the linear polarization fraction at ALMA band 7 along major and minor axes

as measured in Hull et al. (2018b). The layout for six models are the same as Figures 7.6 and

7.7. Now the polarization fraction is calculated at the sub-beam level as Figure 3 in Hull et al.

(2018b). The dashed lines are observations (blue: major axis; orange: minor axis) and solid lines

are models. The uncertainties of the observations are taken to be 0.1% as the receiver calibration

errors. The model uncertainties are 50% of the central values due to the differences in various

MCRT codes (Kataoka et al. 2015).

For compact particles, polarization fractions for big particles are too low to explain the obser-

vation. Since the outer disk (r & 30 au) of HL Tau is optically thin, settling cannot explain the

observed polarization fractions that are still high at bands 7, so the compact big particles solution

can be ruled out in the outer disk. The small-particle model produces very low polarization in the

inner disk and a strong linear polarization fraction at the outer disk. This is because the particle

size for the small-particle model in the inner disk is ⇠ 0.1 µm but becomes ⇠ 100 µm in the outer

disk (the same reason for explaining the difference of integrated polarization fractions between the

inner and outer disk for the compact-small-particle model in Figure 7.7; see Appendix 7.17).

If the particle is porous, the parameter space of amax f to explain the high linear polarization

fraction becomes larger. Both big-particle and small-particle models can explain the high polariza-

tion fraction across the disk, as does their combination. Even though the models over-predict the

polarization fraction at the outer disk, we treat them as good matches considering there are larger

uncertainties at the outer disk, e.g., contamination from the outflow (Stephens et al. 2017). This

means that with porosity, a wide parameter space of amax f (& 100µm) can explain the polarization
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observations, which is already reflected in the analytical results of Pweff in Figures 7.2 and 7.3.

7.6 Discussion

7.6.1 Dust Mass

Dust mass is one of the most crucial properties of the protoplanetary disks. While our paper fo-

cuses on reproducing continuum (SED) and polarization observations jointly with both particle’s

absorption and scattering features, we want to emphasize that the absorption opacity of the porous

particles alone can have crucial impact on the dust mass estimation solely from single-band con-

tinuum observations.

Recent SED fitting on hundreds of (spatially-unresolved) protoplanetary disks from optical to

mm-wavelengths (Ribas et al. 2020; Rilinger et al. 2023; Xin et al. 2023; Kaeufer et al. 2023)

show that the dust masses are on average several times higher than those inferred from single-band

(sub)mm fluxes (e.g., Andrews et al. 2013; Ansdell et al. 2016b; Pascucci et al. 2016a; Cieza et al.

2019b; Grant et al. 2021). This inconsistency is mainly attributed to the optically-thin assumption

used in these mm single-band studies. With a more proper radiative transfer treatment of the

optically thick disks (e.g., using Equation 7.1 or full MCRT), the inferred dust mass can be several

times higher (Liu 2019b; Zhu et al. 2019; Liu et al. 2022).

However, perhaps not all protoplanetary disks are massive enough to be optically thick. If dust

particles are porous in protoplanetary disks, the dust mass inferred from mm dust emissions can

still be underestimated by using the compact particle’s opacity at mm wavelengths even in the

optically thin region. As indicated by Figures 7.4 and 7.5, the dust mass of HL Tau beyond 20

au inferred by porous-particle whole population model is three times higher than compact-particle
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whole population model. If we compare the big-particle populations, the difference can be a factor

of six. This is simply due to the Mie interference pattern of the absorption opacity when l ⇠ 2pa.

Since it is a common practice to presume the dust emissions observed at mm wavelengths are also

produced by particles around mm, the opacities are always taken at or near the peak of the Mie

interference pattern. This increase of the opacity can be around a factor of six, as shown by Figures

7.1, 7.2, and 7.3, which naturally explains why the dust mass is underestimated by that amount.

The SED fitting across the whole spectrum does not suffer from this issue, since the opacities

at other wavelengths (where l ⌧ amax) do not show Mie interference pattern, so the compact

and porous absorption opacities are almost identical (Figure 7.1 left panels). Even if these wide-

wavelength-range SED fitting adopts the compact particles’ opacity, only one or several fluxes at

mm wavelengths are affected by the Mie interference pattern. This does not lead to a significant

bias on the dust mass with the contribution of other tens to hundreds of data points spanning several

orders of magnitudes of wavelengths.

7.6.2 More Porous Particles with f =0.01

We want to emphasize that we only study porous particles that belong to dense aggregates or

porous agglomerates with fractal number d f ⇠ 3 and f & 0.01 (Güttler et al. 2019) in this paper.

More porous particles ( f < 0.01) are fluffy agglomerates that have fractal number d f ⇠ 2 and

different optical properties (e.g., Tazaki et al. 2016; Tazaki & Tanaka 2018). They are inefficient

at producing mm dust self-scattering polarization (Tazaki et al. 2019a;b).

In this subsection, we test whether particles with f =0.01 (the lower bound of porous agglomer-

ates’ filling factor) can explain SED and polarization observations together. First, we try analytical
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fitting of SEDs (see Figure 7.9 left column). The fitting is as good as the case with f = 0.1 (Figure

7.5 first column). For simplicity, we omit the temperature, spectral index, and posterior probability

rows. The amax f is ⇠ 1 m for r . 20 au; 10 cm-1 m between 20-60 au; and ⇠ 100 µm beyond 60

au. The dust mass beyond 20 au is 6.6⇥10�3 M�, which is also similar to the case with f = 0.1.

Then we run a RADMC-3D (MCRT) simulation for the best-fit model from the analytical fitting

and present the result in Figure 7.9 right column. The first row shows that the radial profiles of the

intensities under-predict the observations by a small fraction. The second and third rows show that

the model predicts non-detectable polarization fractions at ALMA bands 7 and 6. For this reason,

it is not a valid solution in HL Tau disk. The very low values of the polarization fractions from

the MCRT result can be predicted from Pweff in Figures 7.2, 7.3, and 7.11 (also see Tazaki et al.

2019a; Brunngräber & Wolf 2021).

7.6.3 Impact on Different Particle Size Distribution Slope

The particle size distribution slope q is not well-constrained from observations. It may vary from

the ISM value (or from the steady state solution between coagulation and fragmentation) of 3.5 or

even does not follow a power-law due to the dust growth (Birnstiel et al. 2012). On the observa-

tional side, Macı́as et al. (2021) allow q as another fitting parameter and varying with radius to fit

TW Hydrae disk. For that disk, the tightly constrained q value is larger than 3.5 beyond 20 au and

can reach 4 at 50 au.

Here we try to study the impact of q by adopting a shallower slope q=2.5, which is more

consistent with the dust growth model and SED constraints (D’Alessio et al. 2001). On the practical

side, Sierra et al. (2021); Macı́as et al. (2021) have shown that with q=3.5, the optically thin spectral
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indices are always greater than 3, so they cannot find a reasonable solution of amax or otherwise

the size is tremendously large. Adopting q=2.5 instead, the solution can be found around several

mm (see Figure 4 in Sierra et al. 2021).

The left two columns of Figure 7.10 show the analytical fitting of continuum SEDs for f =1,

q=2.5 and f =0.1, q=2.5. It is clear that both cases have much smaller particle sizes compared

to their q=3.5 counterparts (Figures 7.4 and 7.5). This difference is due to the different opacity

indices of two particle size distribution slopes as pointed out by Sierra et al. (2021); Macı́as et al.

(2021). For the compact case ( f =1), amax f is 0.1-1 cm within 60 au, in contrast with 1 cm-1 m

solution for q=3.5. Small particles (⇠100 µm) are preferred beyond 60 au. The total dust mass

beyond 20 au stays almost the same (2.0 ⇥ 10�3 M� compared to 2.1 ⇥ 10�3 M� in Figure 7.4)

when q changes from 3.5 to 2.5.

Similarly, for the porous case ( f =0.1, q =2.5), amax f is 100 µm-10 cm within 60 au. The inner

30 au seems to prefer both 100µm and 10 cm sized particles. Small particles (⇠100 µm) are also

preferred beyond 60 au. Overall, the particle size decreases with increasing radius. The total dust

mass beyond 20 au decreases slightly from 5.7 ⇥ 10�3 M� (in Figure 7.5) to 4.2⇥ 10�3 M�.

The third column of Figure 7.10 shows the MCRT fitting results. The MCRT model over-

predicts the intensities within 60 au and under-predicts them beyond 60 au. The polarization

fractions are very similar to the case with q=3.5, f =0.1 (Figures 7.7 and 7.8). This model can match

the observed polarization fractions at ALMA bands 7 and 6. We do not show the MCRT results

for q=2.5, f =1 case, since they cannot produce enough polarization fractions and the fractions are

very similar to the q=3.5, f =1 case (Figures 7.7, and 7.8).

Overall, the q=2.5, f =0.1 model can reproduce both SED and polarization observations. Ad-

mittedly, the SEDs from the MCRT do not fit the observations as good as the q=3.5, f =0.1 model
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(Figure 7.6) without further tuning. It also predicts smaller particle sizes and slightly less dust

masses.

7.6.4 Constraints on Filling Factor and Size Distribution Slope from Cur-

rent Polarization Observations

With accurate MCRT models, we already know that f =0.1 cases can explain both SEDs and polar-

ization fractions (Figures 7.6, 7.7, and 7.8). However, owing to the computational cost of MCRT

calculations, we only generate discrete values of the filling factors ( f = 1, 0.1, and 0.01). Using

the proxy for polarization fraction, Pweff, we can further constrain the possible values of f in a

continuous range from ALMA bands 7 and 6 polarization observations.

We caution that Pweff can be only used as a reference, since the observed polarization fractions

are always smaller than Pweff due to complicated anisotropic multiple scattering. The exact ratio

between the MCRT result and Pweff depends on various parameters (e.g., amax f , q, dust surface

density, disk inclination, etc.). We adopt the conversion factor C=2% (observed polarization frac-

tion is CPweff) from Kataoka et al. (2016a), which are calibrated for an HL Tau MCRT model with

amax f ⇠ 100 µm, q=3.5, and f =1. This exact suite of parameters is different from our setups.

Ideally, we should calibrate as many models as possible. However, this cannot be realized in our

situation. As shown in the analytical fitting (Figure 7.17), amax f is always changing with radius.

Since the observational beams are large for current polarization observations (⇠ 30 au), the contri-

bution of polarization from different particle sizes in different regions are highly mixed. Only an

MCRT model with an observational setup can provide a definite value of the polarization fraction.

Figure 7.11 shows Pweff for amax f = 1 mm, q=3.5 against the filling factors at various wave-
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lengths (red: 0.87 mm, blue: 1.29 mm,, black: 2.14 mm, and magenta: 7.89 mm). Except for l=

7.89 mm, the polarization fraction has a peak around f =0.1 and drops to a low value when f is

small or approaches unity. For ALMA B6 and B7 observations, the observational linear polariza-

tion fraction is around 0.5%. Converting to Pweff with conversion factor C=2%, we find that Pweff

should be above 25% (the gray horizontal line). This means that the filling factor f should be from

0.03 to 0.3, or the porosity P should be 70-97%.

The slope of the particle size distribution also affects the polarization fraction. Typically, a

smaller q produces weaker polarization fractions, since a smaller q means less contribution from

the small particles that contribute to the high polarization. Fixing amax f and f , we expect a larger

q can fit the observed high polarization fractions better. Figure 7.12 shows Pweff for two different

particle size distribution slopes q (3.5 and 2.5) and various particle sizes amax f . For q=3.5 (top

panels), when amax f = 1 cm, filling factor ⇠ 0.1 can still explain the high polarization fraction

observed at band 6 and 7. When amax f = 10 µm, only f . 0.1 can explain the observed polarization

fraction. For amax f = 100 µm, both q =3.5 (top-middle panel) and 2.5 (bottom-left panel) can

explain the observed polarization fraction as long as f & 0.02. For q=2.5 (bottom panels), amax f =1

mm can marginally match the observed polarization fraction only when f ⇠ 0.1. For amax f =1 cm,

the polarization fractions are too low to explain the observations.

We note again that MCRT simulations are needed to compare with observations closely. As

Figure 7.10 shown, the q=2.5, f =1 MCRT model has amax f & 1 cm between 30-60 au, so the

polarization fractions in that region are expected to be low according to Figure 7.12 bottom right

panel. However, the polarization fractions (within 20 au or 100 au) of the MCRT model can

still match the observational polarization fractions at ALMA bands 7 and 6. This is because the

polarization fractions are mixed with regions that can produce high polarization fractions for r .
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30 au and r & 60 au, where amax f ⇠ 100 µm.

7.6.5 Prediction for Future Observations

Higher resolution polarization observations at bands 7 and 6 can better constrain the particle prop-

erties. The current resolution for polarization observations is ⇠ 30 au. This blends the regions with

different particle sizes together (perhaps also q and f ). For example, as Section 7.6.4 mentioned,

the q = 2.5 models should produce less polarization fractions than the q = 3.5 when amax f = 1 cm.

However, this distinction can be blended by the particles with 100 µm sizes that can produce higher

polarization fractions in neighbouring regions. Higher resolution of the polarization observations

at bands 7 and 6 can possibly separate the contributions from different parts of the disk.

Even with current angular resolution, we can still learn more on the porosity and particle size

if we observe at longer wavelengths. Since only big porous particles can explain both SED and

polarization observations between 20 to 60 au, the self-scattering polarization fractions for future

longer wavelength observations (ALMA band 1 and ngVLA polarization observations) should be

comparable to or higher than 0.5%. If not, one would need to come up with other mechanisms to

explain the inconsistency between SED fittings and mm polarization observations.

Ideally, it is easy to test the prediction of the self-scattering polarization at longer wavelengths.

The self-scattering polarization is either higher than 0.5% (pointing to large, porous particles) or

non-detectable (pointing to small particles). However, the situation is complicated by the ever-

stronger azimuthal polarization pattern due to the dust thermal polarization at longer wavelengths

(Stephens et al. 2017; Kataoka et al. 2017). The self-scattering dominates at ALMA bands 7 and 6,

whereas the dust thermal polarization dominates at band 3. The thermal polarization is thought to

297



come from the particle alignment, but the underlying mechanism is unclear. Fortunately, the elusive

mechanism does not prevent the morphological studies of the observations. The polarization can

be decomposed by self-scattering and particle alignment components under some assumptions.

After subtracting the dust alignment component, even at band 3, a moderate amount of polarization

(⇠0.4%) should come from the self-scattering to explain the observation (Yang et al. 2019; Mori &

Kataoka 2021; Lin et al. 2022). In principle, we can follow these studies to probe the self-scattering

component at longer wavelengths. If the self-scattering component is non-detected, the particle

size should be small. Otherwise, it should be large and porous. However, one more complication

comes from the assumption of small particle sizes in the Rayleigh regime (amax . 100µm) used

in these previous studies on the particle alignment. While the patterns are easier to understand

in the Rayleigh regime, the size for the big particle is in the Mie regime, where the polarization

properties for particle alignment mechanisms are very different (Guillet et al. 2020). Under the

large and porous particle scenario, one must carefully study the particle alignment polarization

pattern before separating out the self-scattering component at longer wavelengths.

On the observational side, one needs to carefully characterize the free-free emission near the

star and subtract its flux contribution before calculating the polarization in the inner disk (Carrasco-

González et al. 2016; 2019b). For the outer disk where the emission is weaker, the challenge comes

from the requirement of high signal-to-noise ratio (500 for 1% of polarization) and observations

with high enough resolution to separate the free-free emission near the star.
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7.6.6 Connection to the Near-Infrared Protoplanetary Disk Observations

and the Comet 67P Measurements from the Rosetta Mission

Near-infrared scattered light observations are sensitive to micron-sized dust grains/aggregates/agglomerates

in the upper atmosphere (several gas scale heights) of the protoplanetary disks. Recently, Gin-

ski et al. (2023) reveal the porosity of the micron-sized particles among 10 disks observed by

VLT/SPHERE by deriving the full polarizing scattering phase function of such particles at multi-

ple wavelengths. Micron-sized particles are found to be porous in all the disks in the sample. From

the shape of the phase function, they separate the disks into two categories. Category I is linked to

fractal agglomerates, whereas Category II is consistent with moderately porous agglomerates with

porosity ⇠ 50%.

Since the mm-cm-sized particles observed in radio observations should have been formed from

these micron-sized particles in the past, the mm-cm-sized particles have to grow with some levels

of porosity in the beginning. If they formed a long time ago (fast particle growth), they may have

formed from fractal agglomerates (Category I). If they formed recently (slow particle growth),

they may have been formed from already processed particles with moderately porous agglomerates

(Category II). In either cases, we should expect that the mm-cm-sized particles to form with some

levels of porosity. This is in agreement with our finding that mm-cm-sized particles are porous in

HL Tau (a relatively young protoplanetary disk). From mm self-scattering linear polarization, the

level of porosity is roughly constrained to be 70%-97% using Pweff (Figure 7.11). At face value,

this level of porosity is lower than the Category I fractal agglomerates and higher than the Category

II porous agglomerates. However, Category II micron-sized particles alone can be the constituents

of the mm-cm-sized porous particles, since the inter micron-sized particles vacuum region can also
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contribute to the bulk porosity.

Comets are originated from a population of kilometer-sized icy planetesimals that formed in the

solar nebula beyond the snow line. A review by Blum et al. (2022) describes a plausible scenario

to form comets as the following steps.

In protoplanetary disks (or the solar nebula, specifically), sub-µm sized particles mainly went

through hit-and-stick processes to form up to mm-sized (or even larger) fractal agglomerates with

>95% porosity (Okuzumi et al. 2012; Estrada et al. 2016; 2022; Estrada & Cuzzi 2022). As the

fractal agglomerates grew larger and more massive, the increasing collision energy led to com-

paction of the fractal agglomerates with a higher fractal number and less porosity. Eventually, the

growth met the bouncing barrier, where the dust could not grow further and mm-dm-sized pebbles

with porosity ⇠ 60% formed (Güttler et al. 2010; Zsom et al. 2010; Lorek et al. 2018). Then, these

pebbles could concentrate in eddies, vortices, pressure bumps (Johansen et al. 2014) and then by

streaming instability (Youdin & Goodman 2005). Once the criterion for gravitational instability

was met, the pebble cloud collapsed and planetesmials formed (Johansen et al. 2014). After the gas

depletion, these planetesmials went through radiogenic heating (Mousis et al. 2017; Lichtenberg &

Krijt 2021; Golabek & Jutzi 2021) and collisional evolution (Jutzi & Asphaug 2015; Jutzi & Benz

2017; Schwartz et al. 2018; Golabek & Jutzi 2021) and became comets. For low mass planetesi-

mals (with radii . 50 km), the integrity of the pebbles can be preserved due to less collisions in

the free-fall phase, surface impact during formation, and weaker hydrostatic pressures inside the

planetesimals (Bukhari Syed et al. 2017; Wahlberg Jansson et al. 2017; Blum 2018).

The comet 67P/Churyumov–Gerasimenko is a km-sized comet and may well preserve the pris-

tine pebbles through the dust growth. Various instruments on the Rosetta mission provide accurate

measurements on the dust porosity (see a review by Güttler et al. 2019). Measurements on the bulk
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density (Jorda et al. 2016; Pätzold et al. 2016) and the particle’s permittivity (Kofman et al. 2015;

Herique et al. 2016; Bürger et al. 2023) indicate the nucleus has porosity from 70%-85%. This

is consistent with our constraint on the porosity in HL Tau from mm dust self-scattering polariza-

tion observations. However, macro-porosity (space between particles, pebbles, or boulders) might

also contribute to the bulk porosity, even though the void should be no larger than 9 m (Ciarletti

et al. 2017). Blum et al. (2017); Bürger et al. (2023) explain the bulk porosity as the combination of

60% micro-porosity as the result of compaction at the bouncing barrier (Weidling et al. 2009; Zsom

et al. 2010) and 80% macro-porosity due to the random packing of these dust particles (Skorov &

Blum 2012; Fulle & Blum 2017). If the porosity ⇠ 60% due to compaction is applicable to the

whole disk, the porosity of 70%-97% in HL Tau might indicate the dust is still growing and has not

finished the compaction. On the other hand, the exact value of the porosity due to the compaction

does depend on the location, dust-to-ice ratio, and the disk model. The quoted value is from the

experiments that mimic the condition at 1 au with minimum mass solar nebula (Zsom et al. 2010).

For larger radii to the star or increasing dust-to-ice ratio, the porosity due to the compaction can

be larger (Lorek et al. 2018). Overall, we find a good agreement with the measurements on the

porosity of comet 67P from the Rosetta mission.

7.7 Summary of the Constraints and Predictions

In Table ??, we collect all the results in this paper and in Ueda et al. (2021) to provide a tabular

summary of all the possible solutions of HL Tau’s particle properties from both SED and polar-

ization observations. We also provide the polarization fraction predictions at longer wavelengths

(e.g., ALMA B1 and ngVLA) for these possible solutions. We divide the HL Tau disk into three
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regions: within 20 au, where the disk is optically thick; 20-60 au, the major focus of our paper,

where the disk has ttot . 1; and 60-100 au, where the signal-to-noise ratio for the VLA data is

low. In Table ??, each line presents a combination of porosity and particle size, following their

viabilities of fitting current SED and polarization observations (marked by crosses or ticks), and

predictions for polarization fractions at longer wavelengths. Only when two green ticks are on the

same line, it is a viable solution.

7.7.1 1-20 au

Within 20 au, we find that big particles fit the SEDs better than small particles, regardless of the

porosity (Figures 7.4, 7.5, and 7.6). For compact particles, small particles are needed to explain the

high polarization fractions (Figures 7.7, and 7.8). For porous particles, both small and big particles

with f = 0.1 can explain the high polarization fractions (Figures 7.7, and 7.8). For f = 0.01, neither

small nor big particles can reproduce high polarization fractions (Figure 7.9). In summary, the only

viable solution is big porous particles with f =0.1. We predict that polarization fractions are high

(& 0.5%) at longer wavelengths (e.g., ALMA B1 and ngVLA). However, Ueda et al. (2021) show

that vertical settling can make small compact particles a viable solution as well. Since the optical

properties between small compact and small porous particles are similar, we believe small porous

particle is also a viable solution (for this reason, we also list the prediction for this model, even

though we mark a cross under the SED column). For these two small particle solutions, we expect

non-detectable polarization fractions (<0.1%) at longer wavelengths. Thus, future polarization

observations at longer wavelengths can distinguish the big and small particle solutions.
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7.7.2 20-60 au

Between 20-60 au, the situation is very similar to the case within 20 au. The only difference is

that the optical depth becomes smaller in this region, so the particle vertical settling cannot hide

big particles in the midplane. Thus, the only viable solution is f = 0.1 porous big particles, which

is underlined in the table. With the help of Pweff in Figure 7.11, we can optimistically loosen the

possible f to be from 0.03-0.3.

Since the region between 20-60 au is of our primary focus, we use Figure 7.13 to visualize the

process that eliminates other possible situations. The left two columns show compact cases with

small and big particle models for f =1. The right two panels show porous cases for f =0.1. In the

upper row, we take the spectral indices in Figures 7.4 and 7.5 to demonstrate the quality of SED

fitting. In the lower row, we use the integrated polarization fractions within 100 au to demonstrate

the quality of polarization fraction fitting, and also the predictions at longer wavelengths. If the

model matches the observations, we mark the plot in green and labeled it as a green tick. If the

model does not match the observations, we mark the plot in red and labeled it as a red cross. It

is clear that only the amax f > 100 µm, f =0.1 model can explain both SED and polarization ob-

servations. At ALMA B1 and ngVLA wavelengths, the self-scattering linear polarization fraction

should be high (& 0.5%).

7.7.3 60-100 au

The constraint is not strong between 60-100 au due to the poor signal-to-noise ratio of VLA data.

Still, we describe the results at face value. In general, this region prefers small particles. For f =1,

small particles can explain both SED and polarization observations (Figures 7.4, 7.6, 7.7, and 7.8).
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This model predicts non-detectable polarization fraction at longer wavelengths. Big particles fail

to explain both types of observations. For f =0.1, both small and big particles can explain both

types of observations (Figures 7.5, 7.6, 7.7, and 7.8). Whether polarization fractions are high or

not at longer wavelengths can distinguish the particle size. For f =0.01, both big and small particles

can explain the SEDs, similar to the f =0.1 cases. However, both of the particle sizes fail to explain

the polarization fractions at ALMA bands 7 and 6 (Figure 7.9).

7.8 Conclusion

We use porous particles to explain the inconsistency of the particle size constraints between the

radio SEDs and mm polarization observations. We first explore the optical properties of particles

with different porosities at different wavelengths. Then we test out our finding using the HL Tau

disk. We use a Bayesian approach to fit the multi-wavelength continuum observations (SEDs)

under different filling factors, taking the particle size, dust surface density, and temperature to

be free parameters. With the obtained best solutions, we run Monte Carlo Radiative Transfer

(MCRT) to make a closer comparison with SED (at ALMA bands 7, 6, 4, and VLA Q+Ka band)

and polarization observations (at ALMA bands 7 and 6). Our main findings are as follows:

1. The porous particles have closer-to-unity refractive indices than compact particles. This

makes the Mie interference pattern at mm wavelengths for mm-cm-sized particles disappear

(Figures 7.1, 7.2, and 7.3).

2. The high opacity at mm wavelengths due to the Mie interference is unique to compact mm-

cm-sized particles. This means that dust mass estimated using porous particles can be a

factor of six or higher than compact particles (Figures 7.4, 7.5, and 7.17).

304



3. For compact particles, only 100-µm sized particles can provide enough polarization fractions

at ALMA bands 7 and 6. For porous particles, the window for a high polarization fraction

becomes much broader, leaving larger porous particles ( f =0.03-0.3, amax f & 100µm) a valid

solution for the polarization observations (Figures 7.2, 7.3, 7.11, and 7.12).

4. We adopt a fiducial particle size distribution slope q=3.5. We find that the major impact on

changing q from 3.5 to 2.5 is that the best solution’s particle sizes can go down from 10 cm-1

m to 1 mm-10 cm. The estimated dust mass can also decrease slightly (Figures 7.5, 7.10,

and 7.17).

5. Using MCRT, we demonstrate that f =0.01 cases cannot provide enough polarization frac-

tions at ALMA B7 and B6, regardless of the particle size (Figure 7.9).

6. Combining SED and polarization fittings from analytical approximation and MCRT, we

summarize the viable solutions of particle sizes and porosities in the table in Zhang et al.

(2023b). In the table, we study the disk in three regions (1-20 au, 20-60 au, and 60-100 au),

separated by small and big particle solutions, and three different filling factors ( f = 1, 0.1,

and 0.01).

7. In Table ??, we also provide predictions for future polarization observations at longer wave-

lengths (e.g., ALMA B1 and ngVLA) that can distinguish the small and big particle solu-

tions.

8. For radii between 20-60 au, we demonstrate that only f = 0.1, amax f & 100µm MCRT

model can explain both types of observations (Figure 7.13). With the help of Pweff (an

analytical proxy for polarization fraction), the allowable filling factors can be optimistically
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relaxed to 0.03-0.3, which translates to porosities between 70%-97% (Figure 7.11).

9. We predict that we will observe higher linear self-scattering polarization fractions at ALMA

B1 and ngVLA bands than ALMA B7 and B6 (⇠0.5%) when they are integrated within 100

au (Figure 7.13).

10. We find that the existence of porous particles in HL Tau disk and their levels of porosity

are consistent with near-infrared scattered light observations of protoplanetary disks and

characterization of the comet 67P from the Rosetta mission (Section 7.6.6).

7.9 Validity of the Effective Medium Approximation

In reality, dust particles can have different shapes and porosities, but it is unrealistic to measure

the optical properties of each individual particle. Fortunately, the overall optical properties as an

ensemble of heterogeneous particles can be well captured by the effective medium approximation

(EMA) when 2painc/l ⌧ 1, where ainc is the characteristic radius of the inclusion, rather than

the dust particle’s radius, a (Mishchenko et al. 2000). We choose the “Bruggeman” mixing rule

to calculate all the optical properties throughout the paper, following Birnstiel et al. (2018). With

this mixing rule, direct comparisons with experiments and direct dipole approximations (DDAs12)

show that the error of angular dependent extinction property can be as low as 1% when 2painc/l <

0.1, and 10% even when 2painc/l = 2 (Mishchenko et al. 2000 and references therein). In our

application, for l ⇠ 1 mm, we need to assume the inclusions to be . 200 µm for the EMA

to work, which should be a valid assumption as particles in the ISM have much smaller sizes

(< 1µm). Recently, Tazaki et al. (2023) constrain the monomer sizes of the small particles on the

12a more accurate but more time-consuming method to calculate opacity.
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atmosphere of IM Lup to be less than 0.4 µm. If we assume the big particles in the midplane are

constituted of similar monomers, the EMA should be very accurate.

7.10 Key Parameters

The size parameter,

x =
2pa
l

, (7.14)

is a dimensionless parameter that characterizes the size of the particle, where a is the physical

radius of the particle, and l is the wavelength. We can separate the particle size into three regimes

with the size parameter. When x ⌧1, the particle is small and in the Rayleigh regime. When x ⇠1,

the particle is in the Mie regime. When x �1, the particle is in the geometric regime. For spherical

particles, the complex refractive index m fully determines the dust’s optical properties, where

m(l ) = n(l )+ ik(l ), (7.15)

where n is related to the scattering and k is associated with the absorption. However, both the

reflective index’s real and imaginary parts participate in calculating the dimensionless absorption

and scattering properties, namely Qabs and Qsca, the absorption and scattering efficiencies. They

are the ratios between the absorption/scattering cross sections over the geometric cross-sections

(e.g., pa2, for a spherical particle).

These efficiencies can be converted to the mass opacity commonly used in observations,

kabs ⌘ pa2

M
Qabs =

3/4
rinta f

Qabs, (7.16)
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and

ksca ⌘ pa2

M
Qsca =

3/4
rinta f

Qsca, (7.17)

where the M is the particle’s mass, rint is the internal density of the compact monomer that forms

dust particles, and f is the filling factor (1-P). It is worth noting that the scattering opacity in

Equation 7.17 often needs to be adjusted with the forward-scattering parameter g (Ishimaru 1978;

Bohren & Huffman 1983; Birnstiel et al. 2018). That is, we should use the effective scattering

opacity, ksca,eff = (1-g)ksca. This is because the forward scattering becomes dominant when the

size parameter x > 1. Since the forward scattering is effectively not scattering, this fraction must

be adjusted in all the calculations related to scattering. The (effective) extinction opacity is the sum

of the absorption and (effective) scattering opacity,

kext = kabs +ksca, (7.18)

and

kext,eff = kabs +ksca,eff, (7.19)

and the (effective) albedo is the fraction of (effective) scattered light among the total radiation,

w =
ksca

ksca +kabs
, (7.20)

and

weff =
ksca,eff

ksca,eff +kabs
. (7.21)

The albedo is important in both modeling dust continuum when the disk is optically thick (e.g.,
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Zhu et al. 2019) and the polarization. For the latter, it determines the fraction of the incident

light that is scattered. Among the available scattered light, the fraction that produces polarized

light is characterized by P, where P = -Z12(a,q)/Z11(a,q) at q = 90�13. q is the scattering angle

between the scattered light and the incident light. Z11 (relating to the total scattering by ksca(a) =

H
Z11(a,q)dW) and Z12 (the linear polarized scattering) are elements in the scattering matrix (or

Mueller matrix, e.g., see the appendix of Kataoka et al. 2015). The product of P and weff indicates

the total polarization fraction. Note that the Pweff is typically much higher than the polarization

fraction measured from MCRT synthetic images, so a conversion factor C is often used to convert

the analytical prediction to the MCRT value. Thus, the MCRT value used to match observations

is CPweff, where C is normalized to be ⇠ 2% (Kataoka et al. 2016a) for 100-µm-sized particles in

the HL Tau model.

7.11 Analytical Approximations

Suppose the refractive index of the compact particle mixture is mc, the effective medium ap-

proximation (Maxwell-Garnett rule14) gives the refractive index of the porous particle as (Kataoka

et al. 2014)

m2
p =

1+2 f F
1� f F

, (7.22)

13We follow the convention by taking the polarization fraction at 90�. In the Rayleigh regime,
this is valid since polarization fraction peaks at 90�. As x & 1, the polarization fraction no longer
peaks at 90�, e.g., see Figure 2 in Kataoka et al. (2015). Still, the value at 90� can be a good
indicator of the amplitude of the polarization fraction at the peak.

14Throughout the paper, we use the Bruggeman rule to calculate the refractive index as it is more
accurate for our problems. Here we use Maxwell-Garnett rule to derive the analytical approxima-
tion following Kataoka et al. (2014), since it is a much simpler expression. It can also capture the
overall behavior of the opacity.
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where

F(l ) =
m2

c �1
m2

c +2
. (7.23)

The squares in these equations are the multiplication of complex numbers, so mp, mc and F are all

complex numbers. When f < 1, it can be shown that

n�1 ⇡ 3
2

f Re(F), (7.24)

and

k ⇡ 3
2

f Im(F), (7.25)

so n � 1 µ f , and k µ f . For reference, the compact DSHARP mixture (Birnstiel et al. 2018)

has the refractive index n=2.3 and k=0.02 at 1 mm. With increasing porosity, the real part of the

refractive index n-1 at 1 mm are 1.3, 0.28, 9.0⇥10�2, and 8.8 ⇥10�3 for f =1, 0.3, 0.1 and 0.01

. The imaginary part k are 2.0⇥10�2, 2.7⇥10�3, 8.2⇥10�4, 7.9⇥10�5. Taking the ratio of the

neighbouring refractive indices between two filling factors, we find that the refractive index ratio

is closer to the filling factors’ ratio (as expected from Equations 7.24 and 7.25) when the mixture

is more porous. In other words, the approximation is better for smaller f . It is also worth noting

that for radio wavelengths, n-1 � k.15 A recent analysis on Rosetta/MIRO data constrains the

refractive index of mm-cm-sized pebbles from sub-surface of comet 67P to be n = 1.074-1.256

and k = (2.580-7.431) ⇥10�3 (Bürger et al. 2023) at 1.594 mm. This is similar to the DSHARP

refractive index at 1 mm with f ⇠ 0.1.

15For further references, the refractive index of the DSHARP opacity can be found in Figure 2 in
Birnstiel et al. (2018). Refractive indices across all the wavelengths can be seen in Figure A.1. in
Kataoka et al. (2014). The dependence of refractive indices on wavelengths and levels of porosity
can be reproduced using Birnstiel (2018) under notebooks/porosity.ipynb.
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Three regimes for analytical approximations are the Rayleigh regime, the Mie’s optically thin

regime, and the Mie’s optically thick regime. Note that the optical depth here refers to the optical

depth inside a particle. The boundaries between these regimes are at x = 1 and kx = 3/8 (for

absorption) or (n � 1)x = 1 (for scattering). They are marked by solid vertical lines (x = 1) and

dashed vertical lines (kx = 3/8 or (n�1)x = 1) in Figure 7.1, where the x-axes are the wavelengths.

For compact particles, the Mie’s optically thin regime can be very narrow or even does not exist.

It is also worth noting that kx and (n � 1)x are all proportional to the product of particle size and

filling factor, a f (Equations 7.14, 7.24, 7.25). Thus, the location of the dashed lines is almost

constant for different f with the same a f , as long as f is small.

Combining three regimes, the approximation of the absorption efficiency is (Kataoka et al.

2014; Bohren & Huffman 1983)

Qabs =
24nkx

(n2 +2)2

for x < 1;

=
8kx
3n
�
n3 � (n2 �1)3/2�

for x > 1 and kx < 3/8;

= 1

for x > 1 and kx > 3/8.

(7.26)

Using Equations 7.24 and 7.25, the mass opacity can be written as,

kabs µ Im(F(l ))

l
for x < 1 or kx < 3/8;

µ 1
a f

for x > 1 and kx > 3/8.

(7.27)
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The upper left panel of Figure 7.1 shows the single sized (a f =160 µm) absorption opacity as a

function of wavelength. Blue lines represent the compact particles, whereas orange, green and red

lines represent porous particles with filling factors f = 0.3, 0.1 and 0.01. Dotted lines show the

analytical approximation from Equations 7.26 or 7.27. The direct calculation and the analytical

approximation are in excellent agreement.

In the Rayleigh regime (x < 1), the mass opacity does not depend on the particle size or poros-

ity. To understand this, we can divide the dust particle into the smallest unit–atom or molecule

(Moosmüller & Arnott 2009). We call them scatterers. Each scatterer has its own cross section,

sabs,i. The total cross section is proportional to the total number of the scatterers, NV sabs,i, where

N is the number density of the scatterers and V is the volume. N=r/mmol, where mmol is the mass

of the scatterer. On the other hand, the absorption mass opacity kabs is the total cross section di-

vided by its mass, which is NV sabs,i/rV µ sabs,i/mmol. This means that in the Rayleigh regime, the

mass opacity is only dependent on the microscopic property of the particle along the wavelength,

independent of the particle size and the filling factor. At long wavelengths, the opacity changes as

l�1.7, and Im(F) µ l�0.7 (not shown here, but can be seen using the DSHARP refractive index

mc), in agreement with the approximation that kabs µ Im(F)/l (Equation 7.27).

In the geometric regime (or Mie’s optically thick regime), the opacity is inversely proportional

to a f , as the absorption cross section equals the geometric cross section (Qabs = 1). The opacity is

independent of the wavelength in this regime.

In Mie’s optically thin regime, a unique feature for compact particles is the interference feature,

in which the opacity is much higher than its porous counterparts. This interference is partially

captured by the analytical approximation (dotted lines). From the viewpoint of elementary optics,

it is the interference between the incident and forward-scattered light at Mie’s optically thin regime.
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The amplitude of the absorption efficiency is proportional to m+1/m, and the separation between

maxima is 1/2a(m-1) (Equations 4.63 and 4.64 in Bohren & Huffman 1983). Since n�1 � k, the

amplitude (⇡n + n�1) reaches a minimum when n approaches unity. The n of the more porous

particles is closer to unity. The separation between peaks also becomes 1/ f wider.

Overall, the analytical approximations closely match the single-sized absorption opacity. The

opacity in all three regimes can be expressed in terms of a f . For this reason, we use a f to represent

the particle size throughout the paper, as advocated by Kataoka et al. (2014).

7.12 Scattering Opacity

The scattering opacity is shown on the right panels of Figure 7.1. Similar to the absorption

opacity, the scattering opacity can also be divided into three regimes, separated by x = 1 (solid

vertical lines) and (n � 1)x = 1 (dashed vertical lines). The analytical approximation fits the

single-sized un-adjusted scattering opacity closely, except at (n � 1)x = 1. Here, we emphasis

the importance of adjustment for forward scattering by comparing dashed (ksca,eff) and solid lines

(ksca). We can clearly see that the forward-scattering-adjusted scattering opacity has significantly

lower values in the Mie regime (x &1). This is why we must use the effective scattering opacity

when the particle size is comparable or larger than the observing wavelengths.

The scattering efficiency can also be approximated in the three regimes (Kataoka et al. 2014;
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Bohren & Huffman 1983),

Qsca =
32
27

x4�(n�1)2 + k2�

for x < 1;

=
32
27

x2�(n�1)2 + k2�

for x > 1 and x(n�1) < 1;

= 1

for x > 1 and x(n�1) > 1.

(7.28)

Using Equations 7.24 and 7.25, the mass opacity can be written as,

ksca µ a3 f
l 4 |F(l )|2 for x < 1;

µ a f
l 2 |F(l )|2 for x > 1 and x(n�1) < 1;

µ 1
a f

for x > 1 and x(n�1) > 1.

(7.29)

The upper right panel of Figure 7.1 shows the analytical approximation against the DSHARP

opacity at a f =160µm for particles with various levels of porosity. These approximations also

match the Mie calculations quite well, except around (n�1)x=1 due to the interference pattern.

In the Rayleigh regime, the scattering opacity is no longer proportional to the a f (with l &

0.1 cm in the right panels of Figure 7.1). Unlike the absorption light, the scattered light is due to

individual scatterers radiating in phase. The scattered light energy is proportional to the square of

the number of scatterers, (NV )2. Thus, the mass opacity is (NV )2ssca,i/rV µ a3 f ssca,irint/m2
mol.

The l�4 dependence in Equation 7.29 can also be deduced by dimensional analysis (Moosmüller

& Arnott 2009).
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In the geometric regime (Mie’s optically thick regime), the scattering efficiency approaches

unity, so the mass opacity is inversely proportional to a f . The opacity for different levels of

porosity overlaps, given the same a f . The opacity does not depend on the wavelength. However,

forward scattering dominates in this regime, so the forward scattering parameter g is almost unity.

After removing the forward scattering, the effective scattering opacity is nearly zero. The dashed

lines show the effective scattering opacity. They are much lower than the unadjusted scattering

opacity, with even lower values for more porous particles. Due to the forward scattering, the

scattering opacity becomes wavelength-dependent.

In Mie’s optically thin regime, the mass opacity is proportional to a f and l�2. This regime is

narrow for compact particles but wider for more porous particles. The forward scattering starts to

dominate in this regime, so forward scattering adjustment is also necessary.

The analytical approximations also closely match the single-sized scattering opacity (ksca,

without adjustment). Aside from the Rayleigh scattering, the opacity in other regimes can be

expressed in terms of a f . However, the analytical approximations cannot capture the effective

scattering opacity with the adjustment of the forward scattering, due to the g factor.

7.13 Polarization Fraction at 90�

While the albedo is just the scattering and extinction opacity ratio, the effective albedo, weff,

is difficult to characterize using analytical approximation. The same goes for the polarization

fraction at 90�, P, which is also a scattering property. Nevertheless, we describe the behavior of

albedo (left panels) and polarization fraction (right panels) in Figure 7.14 since they are crucial

to predicting the observational polarization fraction. The values approach unity at Mie’s optically
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thin regime (between dashed and solid vertical lines) for un-adjusted scattering albedo. The albedo

drops to zero at the Rayleigh regime (longer wavelengths). At the Mie’s optically thick regime

(shorter wavelengths), the albedo is 1/2, since the Qabs = Qsca = 1 (Equations 7.26, 7.28). After

the adjustment of the forward scattering, the albedo in the whole Mie’s regime drops to nearly zero,

leaving only large values around x = 1. The situation is similar with a particle size distribution,

albeit moderate values at shorter wavelengths contributed from small particles.

The polarization fraction P is shown on the right panels of Figure 7.14. The value can be either

positive or negative. When the value is positive, the polarization direction is perpendicular to the

incident direction of the radiation. When the value is negative, the polarization direction is parallel

to the incident radiation, also called “polarization reversal” (e.g., Murakawa 2010; Kirchschlager

& Wolf 2014; Kataoka et al. 2015; Yang et al. 2016; Brunngräber & Wolf 2019). The transparent

lines on the top panel are the single-sized P. They have oscillating behavior between positive

and negative values in the Mie regime. After averaging the values of the Z11 and Z12 in the 20

neighboring sizes, the polarization fraction becomes positive in most of the wavelengths but has

zero or negative values around (n�1)x = 1. As the particle becomes more porous, this dip becomes

narrower with higher values, which means that the available window for high polarization fraction

becomes wider for more porous particles. For f = 0.01, the polarization fraction is unity across all

the wavelengths. A particle size distribution makes the polarization fraction in the Mie’s optically

thick region (at shorter wavelengths) much lower, but it does not affect more porous particles. We

restrain the discussion on why more porous particles have larger P in the Appendix 7.14.

For compact particle, the effective albedo peaks at x(n � 1) = 1, and the polarization fraction

drops sharply for x > 1. This leaves only a narrow range of wavelengths and sizes that can ex-

plain the high polarization fraction in ALMA observations. The sharp drop of P at x(n � 1) = 1
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narrows the range once again. Increasing the porosity does not widen the window of high-value

effective albedo (the peak value even decreases for f =0.01). Instead, the significant difference for

porous particle lies in constantly high values of P. Most of the scattered lights are polarized for

more porous particles, so only the effective albedo determines the observational polarization frac-

tion. This leaves a much broader window of particle sizes to explain high polarization fractions in

observations (Tazaki et al. 2019a).

7.14 More on Polarization Fraction P

We use Figure 7.15 to show why more porous particles have constantly higher polarization frac-

tion P. The scattering matrix elements Z11 (blue lines) and Z12 (green lines) at 90� are shown for

various filling factors at l= 1 mm. The single-sized values are represented in solid lines, whereas

the values with particle size distributions are represented in dashed lines. Since P=-(Z11/Z12)|90� ,

the P is unity as long as Z11|90� and Z12|90� are symmetric against zero. This is the case for x < 1

(on the left of the vertical dotted line). However, as x > 1, both values become very large and

oscillate with ever smaller amplitudes. The P is very sensitive to the wavelength and particle size

for single sized particles. On the other hand, the size distribution can average out this interference

pattern, but the asymmetry between the two components is still strong for compact particles. At

particular locations, Z12|90� can also be positive, so the polarization reversal occurs. As the parti-

cles become more porous, Z12|90� becomes more symmetric to the Z11|90� . Thus, the polarization

fraction becomes constantly high. An intuitive way to understand the polarization fraction is to

make an analogy to the scattering between particles, where a single scattering produces polarized

light, and multiple scattering depolarizes light. Similarly, within a particle, the Mie solution can

317



be thought of as a summation of the waves scattered by individual discrete dipole sub-elements in

which the coherency comes into play to determine the net behavior of the single particle’s polar-

ization. As the size parameter becomes larger, the particle becomes more optically thick within

the particle and the summation of individual waves become incoherent. This is why P is very low

when x > 1 for compact particles. For porous particles, as f ⌧ 1, the refractive index is closer to

that of the vacuum and becomes more optically thin, so it preserves the high polarization fraction

for a large size parameter (Tazaki et al. 2019a).

7.15 Comparison to Carrasco-González et al.

In Carrasco-González et al. (2019b), the amax from analytical fitting is around mm, but in this

paper the amax f can be as high as 1 m, under the same assumption of particle size distribution

q=3.5. We demonstrate that this is due to the different fitting approaches in these papers. We first

use the opacity in Carrasco-González et al. (2019b) to fit the disk, shown in the left panels of Figure

7.16. The result is very similar to the DSHARP in Figure 7.4 since the opacity used in the study

originated in D’Alessio et al. (2001) is very similar to the DSHARP one, except for a higher water

fraction. Hence, the difference in the results should be in the fitting method. In Carrasco-González

et al. (2019b), the opacity and albedo are fitted with power laws, and then the radiative equations

are solved iteratively using the observations from four bands. In their paper, the albedo is assumed

to be constant, weff = 0.9. However, the result of particle size is very sensitive to the albedo. A

constant albedo might not be a good assumption since, for most of the particle sizes, the albedo

varies with wavelengths drastically. A constant albedo might be valid only when amax is ⇠ 1 mm.

That is why their solution is around 1 mm. In the right column of Figure 7.16, we artificially
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set the weff to be 0.9 for all wavelengths. The best-fit amax becomes ⇠ 1 mm, very close to the

result in Carrasco-González et al. (2019b). Additionally, Carrasco-González et al. (2019b) does

not consider the small particle population with amax . 100 µm. This work has no such assumption,

and a more expansive parameter space has been explored. That is why the best-fit solution at the

outer disk (& 60 au) are very small particles . 100 µm. Considering these factors, we do not find

conflicting results between these papers.

7.16 More Constraints on Dust Properties from SED Fitting

We use analytical approximations to explore a larger parameter space of filling factors and

particle size distributions to complement the observational constraints from MCRT models. The

analytical approximations are less accurate than MCRT models, but they are less computational ex-

pensive. They can cover a broader and finer parameter space so we can have a better understanding

on how different parameters are interconnected.

We describe the constraints on dust surface density, gas-to-dust mass ratio, maximum particle

size, Stokes number in Figure 7.17 using current SED observations. Although the dust surface

density and maximum particle size have been reported for individual models (Figures 7.4, 7.5, 7.9,

and 7.10), now we collect them together since they are crucial to deriving other quantities.

7.16.1 Dust Surface Density

The first row of Figure 7.17 shows the dust surface densities in blue lines for various filling factors

( f =1, 0.1, and 0.01, from left to right). They are obtained from the whole-population models

(Figures 7.4, and 7.5 first columns, and Figures 7.9, and 7.10). More opaque colors are for q=3.5
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and more transparent colors are for q=2.5. From compact to porous cases, the dust surface densities

can increase several times within 60 au. Between f =0.1 and 0.01 cases, the dust surface densities

are similar. For all three filling factors, the densities are similar beyond 60 au. The densities for

q=2.5 cases are less than the q=3.5 cases by a small amount, but this difference is less significant

than the change when we switch from compact particles to porous particles. The inner disk (r .

20 au) for f =1 sees a factor of 5-10 difference between two size distribution slopes, and this is

because the q = 2.5 solution picks up the small-particle population and the q = 2.5 solution falls

into the big-particle population.

7.16.2 Gas-to-Dust Mass Ratio

With the obtained dust surface densities, we can estimate the maximum gas-to-dust mass ratio.

This is done by calculating the maximum gas surface density when the disk becomes gravitation-

ally unstable. This happens when Q . 1, where

Q =
csWK

pGSg
. (7.30)

cs is the sound speed, and cs=(RT/µ)1/2; R is the gas constant, µ is the mean molecular weight, G

is the gravitational constant, and WK is the Keplarian orbital frequency.

In Figure 7.17 we show the maximum gas surface densities (orange dashed curves) on the first

row. The maximum gas surface densities for two different particle size distribution slopes are

almost identical. The slight difference is due to their different temperatures.

The maximum gas-to-dust ratios are shown on the second row. For compact particles, the gas-

to-dust mass ratio can be above 100, and even 1000 within 60 au where big particles dominate.
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Beyond 60 au (where small particles dominate), the gas-to-dust mass ratio can only be as high

as 100, since the small particles have lower opacities, leading to higher inferred dust mass. For

porous particles (both f =0.1 and 0.01), the gas-to-dust mass ratios can also be very high within 20

au. Between 20 au to 60 au, they can only be as high as 20-80 (high metalicity) for q=3.5, since

the dust surface densities are higher for porous cases. the gas-to-dust mass ratios can be 100-300

beyond 60 au. Overall, the q = 2.5 cases can have several times higher gas-to-dust mass ratios

between 20-60 au.

7.16.3 Maximum Particle Size

The third row of Figure 7.17 shows the maximum particle size, amax f . Models of all three filling

factors show decreasing amax f with radius. For the q = 3.5 cases, amax f can be as high as 1 m

within 20 au, regardless of the filling factor. Between 20-60 au, amax f is between 1-10 cm for f =1;

and 10 cm-1 m for f =0.1 and 0.01. Beyond 60 au, small particles with amax f . 100 µm dominate.

Models with q=2.5 predict much smaller amax f . They are 1 mm-1 cm for f =1; 1 mm-10 cm for

f =0.1; and 1 cm-10 cm for f =0.01.

7.16.4 Stokes Number

The Stokes number (St) is another important parameter that determines the dynamical coupling

between dust and gas (introduced in Equation 7.12). It is proportional to amax f over the gas

surface density. The dust-gas coupling is strong when St ⌧ 1, whereas when St ⇠ 1, the dust

particle drifts the fastest in the gas radially. On the vertical direction, a larger St means the dust

particles are more settled to the midplane (Equation 8.14, for a fixed turbulent at).

321



In the fourth row of Figure 7.17, we plot the St assuming either gas-to-dust mass ratio as 100:1

(blue curves) or maximum gas surface density in the first row (orange dashed curves, essentially

the lower bound of St).

For all filling factors and size distribution slopes, the Stokes numbers are less than unity except

for r ⇠ 20 au for compact particles q=3.5, where St can be as high as 10. This is where amax f

is around 10 m. Overall, the q=2.5 cases have smaller St than the q=3.5 cases, since amax f (third

row) is smaller. For most of the cases with q=2.5 size distribution, the St is less than 0.1 for the

whole disk. The St is ⇠ 10�4 beyond 60 au for all cases.

Current dust continuum observations show that the dust particles are highly settled into the disk

midplane (e.g., Pinte et al. 2016c; Villenave et al. 2022), despite the expected vertical stirring that

should be caused by the vertical shear instability (Stoll & Kley 2016; Lin 2019; Flock et al. 2020;

Lehmann & Lin 2022). Dullemond et al. (2022) recently show that the only way to reconcile these

razor-thin disks with the presence of the VSI is constraining St>1. If this condition is met, the dust

particles would remain completely decoupled from the gas and hence unaffected by the VSI. Our

constraint on HL Tau’s Stokes numbers (whether compact or porous, q=3.5 or 2.5) are less than

unity, which means that the VSI must be somehow quenched in order to reproduce the observed

high levels of settling (Dullemond et al. 2022). However, when the gas-to-dust mass ratio is . 10,

the St can be & 1, consistent with the finding in Dullemond et al. (2022) that a high metalicity

is required for St& 1 so that the VSI can operate while the dust is settled in the midplane. On

the other hand, St can be difficult to reach unity considering particle evolution without a pressure

bump. When St approaches unity, the particles will drift very fast onto the star, in contrast with

the large disk sizes we observed (Brauer et al. 2008; Birnstiel et al. 2009; Estrada et al. 2022). In

summary, including porosity does not help explain the non-detection of the dust stir-up predicted
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by VSI.

7.17 SED and Polarization Fraction Fitting with Compact 100 Micron-Sized Particles

While the small particles are less favorable solutions from the SED fitting compared to the

big-particle model, the solution for 100-µm particles might have a similar quality to the 0.1-µm

solution by examining Figure 7.4. Since the constraint on amax f is weak (the marginalized pos-

terior probability is constantly high from 0.1-50 µm), and the best-fit is found at the parameter

boundary, amax f = 100 µm might have a similar fitting score as 0.1-µm particles. To demonstrate

this, we run another simulation with constant amax f = 100 µm, using the small-particle model’s

best-fit surface density and temperature. The continuum and polarization fractions are shown in

Figure 7.18. It is clear that the model has similar SEDs as the best-fit small-particle model (Figure

7.6) and can provide enough polarization fractions within 20 and 100 au at ALMA bands 7 and

6. If we neglect the poor quality of the SED fitting, the prediction for this solution is that the

polarization fraction is negligible at longer wavelengths, e.g., ALMA bands 1 (⇠ 7 mm), 2 (⇠ 4

mm), or ngVLA bands (3 mm-2 m).
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Figure 7.4: From left to right: best fit analytical models considering particles with all sizes, only
small particles (amax f < 300µm) and only big particles (amax f > 300µm). From top to bottom:
the intensity from the best model; total optical depths at different wavelengths; marginalized pos-
terior probability of the maximum particle size amax f , dust surface density, and temperature; the
spectral indices; and the posterior probability of the best fit. For the intensity and spectral index
plots, observations are in dashed lines with the shaded area as 1 s and 2 s . For the total optical
depth plots, horizontal dashed lines represent ttot = 0.1, 1, and 10. For the amax f , Sd , and T , the
best models are represented by white curves (the best models under three-dimensional parameter
space). The dust mass beyond 20 au is listed on top of the surface density plots.
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Figure 7.5: Same as Figure 7.4 but for porous particles with f =0.1. The particle size that separates
big and small particles is amax f =100µm.
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Figure 7.6: Intensities of RADMC-3D (MCRT) models with different levels of dust porosity and
sizes. Top: compact particles considering the whole particle population, small-particle population
(amax f < 300 µm) and big-particle population (amax f > 300 µm). Bottom: porous particles
( f =0.1) considering the whole particle population, small-particle population (amax f < 100µm)
and big-particle population (amax f > 100µm).

Figure 7.7: The wavelength dependence of the linear polarization fraction at the center 20 au (blue
‘+’) and within 100 au (orange ‘+’) from RADMC-3D (MCRT) models and ALMA observations.
The uncertainties of these models are taken to be 50%, as different MCRT simulations show this
level of variation (Kataoka et al. 2015). The existing observations are marked in black. The gray
‘⇥’ indicates the self-scattering component of the linear polarization from Mori & Kataoka (2021).
The layout is the same as Figure 7.6.
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Figure 7.8: The polarization fraction along the major (blue) and minor (orange) axes at ALMA
band 7 from RADMC-3D (MCRT) models and the ALMA observation. The solid curves are
models and dashed curves are the observation. The layout is the same as Figures 7.6 and 7.7.
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Figure 7.9: The analytical fitting of continuum SEDs (left) and the MCRT (right) results for f =0.01
case. From top to bottom, the analytical fittings are the intensities, total optical depths, amax f , and
the dust surface densities. The MCRT results are the intensities, integrated polarization fractions
at different wavelengths, and the major and minor axes cuts of the polarization fractions at ALMA
band 7.

328



Figure 7.10: The SED fitting of q=2.5, f =1 and q=2.5, f =0.1 cases, and the MCRT fitting of the
q=2.5, f =0.1 case. The layout is similar to Figure 7.9.
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Figure 7.11: Pweff of the particles against different filling factors for a f = 1 mm, in a similar
manner as Figure 7.3. Red, blue, black, and magenta curves represent these quantities at 0.87 mm,
1.29 mm, 2.14 mm, and 7.89 mm. Solid lines are Pweff, dotted lines are weff, and dashed-dotted
lines are P. The shallow horizontal gray line indicates the observational linear polarization values
at ALMA B6, B7 transferred to Pweff with a normalization constant C = 2% (e.g., Kataoka et al.
2016a). Other combinations of a f and q can be found in Figure 7.12.
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Figure 7.12: Pweff of the particles against different filling factors for different a f , and size distri-
butions q that complements Figure 7.11. The top panels are with q=3.5 and a f =10 µm, 100 µm,
and 1 cm. The bottom panels are with q=2.5 and a f =100 µm, 1 mm, and 1 cm.
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Figure 7.13: A summary of the constraints on the porosity and particle size from SED and polar-
ization observations. Top row shows the spectral indices (from Figures 7.4 and 7.5) and the bottom
row shows the integrated polarization fractions within 100 au at different wavelengths (from Figure
7.7). ‘51’ means allowable solution, and ‘55’ means a poor fitting.
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Figure 7.14: The albedo w or weff (left panels) and polarization fraction P (right panels) for single-
sized particles (top panels) and particles with size distribution q=3.5 (bottom panels). The dashed
lines on the left panels are the effective albedo adjusted for the forward scattering. The more
transparent lines for P are the single-sized values. The more opaque lines are the values averaging
20 neighboring particle sizes to smooth out the interference feature.
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Figure 7.15: Z11|90� (blue curves) and Z12|90� (green curves) components of the scattering matrix
against particle size a at 1 mm wavelength for f = 1, 0.3, 0.1 and 0.01. The solid lines show the
single-sized values, whereas the dashed lines show the values with particle size distribution q=3.5.
The vertical dotted lines are x = 1.
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Figure 7.16: Analytical fitting of SEDs for the opacity used in Carrasco-González et al. (2019b)
(left), the opacity used in Carrasco-González et al. (2019b) but with constant weff(=0.9) (right).
The layout is similar to Figures 7.4 and 7.5.
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Figure 7.17: Gas and dust surface densities (first row), maximally allowed gas-to-dust mass ratios
(second row), maximum particle sizes (third row), and Stokes numbers (fourth row) for f =1 (left
column), 0.1 (middle column), and 0.01 (right column) cases. Cases with a particle size distribu-
tion q = 3.5 are shown in opaque colors, whereas the q = 2.5 cases are shown in more transparent
colors. First row: dust surface densities constrained from analytical fittings (blue solid lines, Fig-
ures 7.4, 7.5, 7.9, and 7.10) and the maximally allowed (Q=1) gas surface densities (orange dashed
lines). Bottom row: the Stokes numbers of the dust particles assuming gas-to-dust mass ratio as
100 (blue solid lines), and the Stokes numbers assuming the gas has the maximal surface density
(orange dashed lines). The latter is also the minimal Stokes number a particle can have.
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Figure 7.18: The RADMC-3D (MCRT) model with constant amax f = 100 µm for compact par-
ticles. The left panel is the continuum emissions at ALMA bands 7, 6, 4, and VLA K+Qa band.
The middle panel shows the linear polarization fractions within 20 au and 100 au at various wave-
lengths. The right panel shows the linear polarization fractions along major and minor axes (blue:
major axis; orange: minor axis; dashed lines: observation; solid lines: models).
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8.1 Abstract

Turbulence is crucial for protoplanetary disk dynamics, and Vertical Shear Instability (VSI)

is a promising mechanism in outer disk regions to generate turbulence. We use Athena++ radia-

tion module to study VSI in full and transition disks, accounting for radiation transport and stellar

irradiation. We find that the thermal structure and cooling timescale significantly influence VSI

behavior. The inner rim location and radial optical depth affect disk kinematics. Compared with

previous vertically-isothermal simulations, our full disk and transition disks with small cavities

have a superheated atmosphere and cool midplane with long cooling timescales, which suppresses

the corrugation mode and the associated meridional circulation. This temperature structure also

produces a strong vertical shear at t⇤ = 1, producing an outgoing flow layer at t⇤ < 1 on top of an

ingoing flow layer at t⇤ ⇠ 1. The midplane becomes less turbulent, while the surface becomes more
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turbulent with effective a reaching ⇠ 10�2 at t⇤ .1. This large surface stress drives significant sur-

face accretion, producing substructures. Using temperature and cooling time measured/estimated

from radiation-hydro simulations, we demonstrate that less computationally-intensive simulations

incorporating simple orbital cooling can almost reproduce radiation-hydro results. By generating

synthetic images, we find that substructures are more pronounced in disks with larger cavities. The

higher velocity dispersion at the gap edge could also slow particle settling. Both properties are

consistent with recent Near-IR and ALMA observations. Our simulations predict that regions with

significant temperature changes are accompanied by significant velocity changes, which can be

tested by ALMA kinematics/chemistry observations.

8.2 Introduction

Turbulence in protoplanetary disks plays significant roles in planet formation, such as deter-

mining mass accretion, angular momentum transport, and dust dynamics. In the disk midplane

beyond 0.1 au, where the magnetorotational instability (MRI) is suppressed due to low ionization

rates, turbulence can be generated by hydrodynamic instabilities (Turner et al. 2014; Armitage

2020; Lesur et al. 2022). One promising candidate among these instabilities is the vertical shear

instability (VSI) (Nelson et al. 2013b; Stoll & Kley 2014; Barker & Latter 2015; Umurhan et al.

2016; Lesur et al. 2022). The VSI is driven by the vertical differential rotation of the disk (dvf /dZ

6=0). It occurs in baroclinic disks, characterized by non-parallel density and pressure gradients

(Lesur et al. 2022; Klahr et al. 2023). Such a configuration is often satisfied in stellar irradiated

protoplanetary disks, where the temperature decreases away from the central star in the radial di-

rection. Most studies on the VSI assume a vertically constant temperature, which is thought to be
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a valid assumption near the disk midplane (e.g., Calvet et al. 1991; Chiang & Goldreich 1997).

A distinctive feature of the VSI is the presence of the corrugation mode in the meridional plane,

which involves large-scale gas circulations in the vertical direction, while remaining confined in the

radial direction (Nelson et al. 2013b; Lyra & Umurhan 2019). As a result, anisotropic turbulence

arises in the Z-f and R-f stresses, with the former typically reaching magnitudes of 10�2 and

the latter ranging from 10�4 to 10�3 (Stoll & Kley 2014; 2016; Stoll et al. 2017; Flock et al.

2017; Manger & Klahr 2018; Manger et al. 2020; 2021; Pfeil & Klahr 2021). The amplitude of

turbulence increases with the aspect ratio (i.e., temperature) of the disk (Manger et al. 2020; 2021).

Simulations with mm-sized dust particles show that they can be stirred up very high above the

midplane due to the strong turbulence in the vertical direction (Stoll et al. 2017; Flock et al. 2017;

2020; Blanco et al. 2021; Dullemond et al. 2022). High resolution simulations show that strong

shears between neighbouring bands of these meridional circulations can generate vortices in the

R-Z plane (Flores-Rivera et al. 2020; Klahr et al. 2023; Melon Fuksman et al. 2023b). Three-

dimensional simulations also demonstrate they can generate vortices and zonal flows in the R-f

plane due to the Kelvin-Helmholtz instability (Flock et al. 2017; Manger & Klahr 2018; Flock

et al. 2020; Blanco et al. 2021; Pfeil & Klahr 2021). These zonal flows can possibly explain some

of the ubiquitous substructures observed by ALMA dust continuum observations (e.g., Andrews

et al. 2018d; Long et al. 2018b; van der Marel et al. 2019; Cieza et al. 2021c; Blanco et al. 2021;

Andrews 2020; Bae et al. 2023).

The role of thermodynamics is crucial in determining whether the vertical shear instability

(VSI) can occur (Lin & Youdin 2015; Lyra & Umurhan 2019; Lesur et al. 2022). Specifically, the

global mode of VSI requires a fast cooling timescale, where the cooling time normalized to the
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orbital time should be less than a threshold (Lin & Youdin 2015),

b < bc ⌘ W�1
K (h/r)|q|/(gg �1), (8.1)

where WK is the Keplerian frequency, h/r is the disk aspect ratio, q is the radial temperature power-

law index, and gg is the adiabatic index. Analytical studies considering dust-gas coupling and dust

evolution have identified regions where the VSI can operate (Malygin et al. 2017; Pfeil & Klahr

2019; Fukuhara et al. 2021). Disks with globally uniform cooling times larger than this critical

cooling time do not develop VSI (Manger et al. 2021). However, short length-scale perturbations

may still grow after evolving for a very long time (Klahr et al. 2023; Pfeil et al. 2023). In cases

where the midplane has a long cooling timescale, yet the atmosphere has a short cooling time,

studies using vertically isothermal simulations demonstrate the persistence of the VSI in the disk

atmosphere (Pfeil & Klahr 2021; Fukuhara et al. 2023). The VSI in the unstable disk atmosphere

can even penetrate the stable midplane, as long as the VSI-stable layer is less than two gas scale

heights and the VSI-unstable layer is thicker than two gas scale heights (Fukuhara et al. 2023).

Additionally, with equivalent short cooling times, radiation hydrodynamic simulations produce

similar results to vertically isothermal simulations (Stoll & Kley 2014; Flock et al. 2017).

While VSI aligns with certain observational facets, such as a low level of R-f turbulence, it

also has tensions with some other facets.

• A possible mechanism for substructures. The (sub-)mm dust continuum emission traces

⇠0.1-10 mm dust particles residing in the disk midplane, where substructures have been

detected in a majority of observed disks when sufficient resolution is achieved (Bae et al.

2023). These substructures predominantly manifest as gaps and rings, although occasional
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arcs and spirals have been observed as well. VSI can generate density perturbations and

vortices owing to the zonal flow led by the corrugation mode. However, these perturbation

are typically small and requires very high resolution and sensitivity to detect them (Blanco

et al. 2021).

• Consistent weak turbulence aR. The VSI generates a low level of turbulence in the R-f plane

(aR ⇠ 10�5 - 10�3, Nelson et al. 2013b; Stoll & Kley 2014; Flock et al. 2017; Lesur et al.

2022). This is consistent with planet-disk interactions models with ad hoc turbulent viscosity

to explain the observed multiple gaps and rings (Dong et al. 2017c; Bae et al. 2017c; Zhang

et al. 2018b; Paardekooper et al. 2023). A low level of viscosity (10�4 - 10�3) is also needed

to match the disk dispersal timescale (⇠ Myrs) in disk evolution models (Mulders et al. 2017;

Lodato et al. 2017; Tabone et al. 2022; Manara et al. 2022).

• Overpredicted turbulence aZ. In the disk’s vertical direction, edge-on and inclined disks

exhibit remarkably thin dust emission layers, which can be translated to a low value of aZ/St

(< 10�2, Pinte et al. 2016c; Doi & Kataoka 2021; Villenave et al. 2020; 2022; Sierra &

Lizano 2020; Ueda et al. 2020; 2021), where aZ is the turbulence in the Z-f plane, and St

is the Stokes number that characterizes the gas-dust coupling. An exception is that the inner

ring of HD 163296, which has aZ/St > 1 (Doi & Kataoka 2021). Adopting a typical Stokes

number, the aZ is estimated to be . 10�4 in most cases. However, VSI generates very strong

turbulence in the vertical direction (⇠10�2, e.g., Stoll & Kley 2014), with the correlation at

neighbouring radii, which conflicts with many observations (Dullemond et al. 2022).

• Yet-to-be-detected VSI corrugation mode. Gas line emission observations demand higher

sensitivities, yet data have been accumulating from recent and ongoing ALMA large pro-
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grams such as, MAPS (Öberg et al. 2021). With the aid of channel maps derived from these

observations, we can measure the 3D velocity and temperature structure of the disk for a

large sample of disks (e.g., Miotello et al. 2022; Pinte et al. 2023). Barraza-Alfaro et al.

(2021) predicts that the alternating blueshifted-redshifted corrugation mode can be observed

in the CO channel maps given very high spectral resolution (50 m s�1 at ALMA band 6).

However, there is no firm detection of this pattern so far.

While disk thermodynamics plays a key role in VSI, most previous studies focused on simple

thermodynamics such as locally isothermal or orbital cooling treatments. The vertical thermal

structure is also underexplored. With a more self-consistent treatment, we can provide a more

robust model and improve connections between observations and theory.

To that end, we employ a self-consistent radiation-hydrodynamics approach with temperature-

dependent DSHARP opacity (Birnstiel et al. 2018). Unlike previous simulations that utilized lo-

cally isothermal equations of state or flux-limited diffusion approximation with constant opacity,

we utilize the Athena++ (Stone et al. 2020) implicit radiation module (Jiang et al. 2014; Jiang &

Ormel 2021). This module incorporates angle-dependent radiative transfer equations with implicit

solvers to accurately model the disk radiation transport. The module can capture both optically

thin and thick regimes and shadowing and beam crossing accurately. Additionally, we incorporate

stellar irradiation using long-characteristic ray tracing as a heating source.

Recently, Melon Fuksman et al. (2023a;b) independently study VSI in irradiated protoplanetary

disks using M1 method (Melon Fuksman et al. 2021). While we focus on the outer disk beyond 20

au and they focus on 4-7 au in the inner disk, the results for our fiducial model are consistent with

their dust depleted disk models, which show quiescent midplane and turbulent atmosphere.
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The paper layout is the following. In Section 8.3, we discuss the numerical setup of the sim-

ulations. In Section 8.4, we present results of radiation hydrodynamic simulations, accompanied

with a series of pure hydro simulations. In Section 8.5, we discuss the formation of substructures,

and observational/modeling prospect. Finally, we conclude the paper in Section 8.6.

8.3 Methods

8.3.1 Disk Model Setup

In our study, we explored both full disks and transition disks with varying inner disk truncation

radii or cavity sizes, denoted as rcav. Our simulations were performed in spherical polar coordinates

r,q ,f , while most of the disk structure was set up in cylindrical coordinates R,Z,f .

The gas surface density profile follows a power-law with an exponential cutoff, consistent with

viscous evolution models (Lynden-Bell & Pringle 1974; Hartmann et al. 1998) and observational

constraints (e.g., Miotello et al. 2022). The gas surface density is given by:

Sg = Sg,0(R/1 au)�1 exp(�R/100 au), (8.2)

where Sg,0 is the gas surface density at a reference radius of 1 au. In our fiducial models, Sg,0 is

set to 178 g cm�2, following Zhu et al. (2012a).

Regarding the initial temperature structure, we assumed a radial power-law profile as the initial

condition:

T (R,Z) = T (R0)

✓
R
R0

◆q
, (8.3)

344



where q is set to -0.5. The reference temperature T (R0) is given by:

T (R0) =
⇣ f L⇤

4pR2
0sb

⌘1/4
. (8.4)

Here, f accounts for the flaring of the disk, and we used a value of f = 0.1 in our initial conditions.

The stellar luminosity L⇤ is assumed to be 1 L�, and sb represents the Stefan-Boltzmann constant.

Then the hydrostatic equilibrium in the R � Z plane requires the initial density profile at the

disk midplane to be (e.g., Nelson et al. 2013b)

r0(R,Z = 0)

= r0(R = R0,Z = 0)

✓
R
R0

◆p
exp((R0 �R)/100 au) , (8.5)

where at the initial condition, the gas surface density and the volume density is related by r0(R,Z =

0) = (2p)�1/2Sg(R)h(R)�1. The midplane radial density profile power-law index p can be related

to the surface density power-law index r (Sg µ Rr) and temperature power-law index q, by p =

r � q/2 � 3/2. Since we adopted q = �0.5 and r = �1, p = -2.25. The temperature is used to

calculate the gas scale height h = cs/WK , where cs = (P/r)1/2 is the isothermal sound speed, and

WK = (GM⇤/R3)1/2 is the Keplarian orbital frequency. We adopt M⇤ = 1 M�.

In the vertical direction

r0(R,Z) = r0(R,Z = 0)exp


GM
c2

s

✓
1p

R2 +Z2
� 1

R

◆�
, (8.6)
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and

vf (R,Z) = vK

"
(p+q)

✓
cs

vK

◆2
+1+q� qRp

R2 +Z2

#1/2

, (8.7)

where vK = WKR =
p

GM⇤/R. We can see that the vertical shear rate dvf/dZ is non-zero as long

as q 6= 0. The other two velocity components vR and vZ are set to be zero at the initial condition.

We do not consider the self-gravity of the disk in this paper, which should be a valid assumption

for most of the Class II disks (Miotello et al. 2022).

In the initial condition (Equation 8.3), we also assumed the temperature to be vertically isother-

mal. This assumption is valid near the midplane. However, we will demonstrate that the quasi-

steady state of our simulations exhibits a cool midplane and a superheated atmosphere which is

consistent with classical analytical calculations (Calvet et al. 1991; Chiang & Goldreich 1997;

D’Alessio et al. 1998), Monte Carlo radiative transfer calculations (Pascucci et al. 2004; Pinte

et al. 2009), previous radiation hydrodynamic simulations (Flock et al. 2013; 2017; 2020; Kuiper

et al. 2010; Kuiper & Klessen 2013), and recent ALMA CO observations (Law et al. 2022; 2023).

We will also show that this vertical temperature gradient, together with the varying local orbital

cooling time, is crucial for the gas kinematics.

The full disk corresponds to a value of rcav equal to 3 solar radii (3r�-rad), which repre-

sents the magnetic spherical accretion truncation radius (e.g., Hartmann et al. 2016). The to-

tal gas mass is approximately 0.01 solar masses. The transition disks have rcav values of 18 au

(18au-rad, fiducial model) and 54 au (54au-rad). Additionally, we considered a case where

the gas surface density is reduced to 1% of the fiducial value, i.e., Sg,0 is set to 1.78 g cm�2

(18au-lowdens-rad). In this low-density disk scenario, the total gas mass is approximately

10�4 solar masses. For transition disk with rcav = 54 au, we used a tanh profile to make a smooth
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transition at the inner gap so that it satisfies the Rayleigh criterion (e.g., Yang & Menou 2010) at

the initial condition. We summarize all our models in Table 1 in Zhang et al. (2024).

Limited by the computational cost, the inner boundary of the disk cannot be too small. Thus,

we set the inner boundary at 21.6 au. For rcav = 3 r�, and 18 au disks, the simulation inner

boundaries are beyond the cavity sizes. To mimic the optical depth effect of these disks, we

artificially added optical depth between 3 r�/18 au and the simulation’s inner boundary at 21.6 au

(see Equation 8.21 in Appendix 8.7). However, this preset optical depth cannot adjust its vertical

structure self-consistently and can lead to discontinuities at the simulation’s inner boundary. The

direct irradiation on disk inner cavity is also related to the shadowing effect in Dullemond et al.

(2001); Jang-Condell & Turner (2012; 2013); Siebenmorgen & Heymann (2012); Zhang et al.

(2021b). Therefore, what occurs near the inner boundary might not be reliable.

8.3.2 Radiation Hydrodynamics

We introduce the numerical setup for the radiation hydrodynamic simulations using the frequency-

integrated (gray) radiation module (Jiang & Ormel 2021). We detail the implementation of the

stellar irradiation and unit conversion in Appendix 8.7.

We adopted the Courant–Friedrichs–Lewy (CFL) number to be 0.4, and used second order Van

Leer time integrator (vl2), second order spatial reconstruction, and HLLC Riemann Solver. We

adopted adiabatic index gg = 1.4. We discretized the radial direction into 1568 cells, logarithmically

spaced from 0.54 to 8 times the reference radius (r0 = 40 au, so 21.6 au to 320 au from inner and

outer boundaries). The polar direction was divided into 1536 cells, covering a range from 0.383 to

2.76 radians (68� above and below the midplane). For our fiducial model, this amounts to 45 cells
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per scale height at r0 (40 au). For the hydro boundary conditions, we used outflow at the inner

boundary, and copied initial conditions for outer, upper and lower boundaries. As for radiation

boundary conditions, light beams can freely transport out of the domain. If the beam points inward

the computational domain, the radiation is assumed to have the background temperature (10 K

= 1.63⇥10�3 T0, where T0 is the temperature in code unit), which is a typical temperature of

molecular clouds. We adopted periodic boundary condition in the azimuthal f -direction.

The radiation transport uses discrete ordinate, where rays are discretized into different angles.

We used the discretization better suited for curvilinear coordinates (angle flag = 1) and set

nzeta = 2, npsi = 2, where nzeta represents angles from 0 to p/2 in q direction and npsi

represents 0 to p in f direction. There are 16 angles in total. To test the convergence of the

temperature calculated by different numbers of rays, we froze the hydrodynamics (assuming a

static disk) and tried nzeta = 4, npsi = 4, and nzeta = 8, npsi = 8. We found convergence

when nzeta = 4 and npsi = 4. Since the temperature difference is already small between nzeta

= npsi = 2 and nzeta = npsi = 4, we adopted the former to save computational time.

We ran simulations with cfl rad = 0.3 (cfl rad is an additional factor multiplied in front

of the CFL number to help convergence for implicit method), reduced speed of light R = 4 ⇥

10�3 (Zhang et al. 2018a; Zhu et al. 2020), and error limit = 10�3 for the first 10 orbits (Pin,

the orbital period of the inner boundary at 0.54 r0 or 21.6 au) to approach the quasi-steady state.

Otherwise the iteration times or errors were extremely large. Then we restarted the simulation and

changed cfl rad and R back to 1. Thus, we do not use reduced speed of light for the longer time

evolution for our simulations. We also changed the error limit to 10�5 after the restart. We

note that after the restart it only took one iteration to reach the error limit and the typical error was

only 10�7-10�6 .

348



Dust Opacity Setup

While the radiation module can treat isotropic scattering properly, we neglected dust scattering and

only considered absorption opacity in this paper to better compare with previous isothermal sim-

ulations. We also used the frequency-integrated (gray) radiation transport, but we note that multi-

group radiation module is also available (Jiang 2022). Both dust scattering and multi-frequency

radiative transfer will be considered in a future publication.

We used the DSHARP composition (Birnstiel et al. 2018) and a power law MRN dust size dis-

tribution (n(a) µ a�3.5, Mathis et al. 1977). The minimum grain size amin = 0.1 µm and maximum

grain size amax = 1 mm. In our fiducial models, we assumed that only small grains determine the

temperature distribution due to their high opacity at the peak of the stellar spectrum; therefore,

we considered grains sized between 0.1 and 1 µm, which account for fs=0.02184 of the total dust

mass. The mass ratio between all the dust and gas was assumed to be 1/100. Then we calculated

the Planck and Rosseland mean opacities normalized to the total dust mass (kP,d , and kR,d) at vari-

ous disk temperatures and fitted by univariate spline functions labeled as solid and dashed curves,

respectively in Figure 8.1. We also calculated the stellar Rosseland mean opacity normalized to

the total dust mass (k⇤,d = 3995 cm2g�1) at the solar temperature labeled as the star legend. These

opacities can be simply converted to the ones normalized to gas (kP,g, kR,g, and k⇤,g) by multi-

plying the dust to gas mass ratio, which is 0.01 for all models. Disk opacities are inputs for the

radiation module, whereas the stellar opacity is used in the stellar irradiation as an extra heating

source term (see Appendix 8.7).
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Figure 8.1: The temperature-dependent dust opacities adopted for all the radiation-hydro models.
The solid line indicates the Planck opacity of the disk, whereas the dashed line indicates the Rosse-
land mean opacity of the disk. The wavelength-dependent DSHARP opacity (Birnstiel et al. 2018)
is convolved at different temperatures to obtain temperature-dependent mean opacities. The stellar
temperature is assumed to be 1 T�. Its Planck opacity and Rosseland mean opacity are assumed
be the same and marked by the star.
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Comparison with RADMC-3D

We froze the hydrodynamics and used the initial conditions of full and transition disk models to test

the temperature calculation of our irradiation implementation. Then we compared the results with

Monte Carlo radiative transfer code RADMC-3D (Dullemond et al. 2012) using the same density

structure. In RADMC-3D, we also used the same DSHARP opacity with the same dust properties

and dust scattering turned off. When the disk is mostly optically thin to the stellar irradiation, the

difference is at most ⇠7%, such as in the transition disk with rcav = 54 au (shown in Figure 8.2).

The difference comes from the frequency integrated radiative transfer in Athena++ module and

the more accurate multi-frequency treatment in RADMC-3D. This difference has been extensively

studied in Kuiper et al. (2010); Kuiper & Klessen (2013), where they found that the temperature

calculated by the gray radiation transfer can be underestimated in the optically thick regime and

overestimated in the optically thin regime for the stellar irradiation, which is consistent with our

results. This is because the region near the midplane is optically thick to the stellar irradiation,

so the heating comes from the t⇤ = 1 (t⇤ is the stellar optical depth integrated in the radial direc-

tion, see Equation 8.21) surface in the atmosphere (Calvet et al. 1991; Chiang & Goldreich 1997).

However, even though the stellar spectrum peaks at optical to UV wavelengths, the continuum

stellar spectrum still has a set of t⇤ = 1 surfaces for each frequency instead of a single one. The

t⇤ = 1 surfaces at longer wavelengths can penetrate deeper and transport more energy to the mid-

plane, thus increasing the temperature at the optically thick region (Kuiper et al. 2010). They also

demonstrated that even within the single frequency radiation-hydro framework, the temperature

calculation can be as accurate as the multi-frequency one by integrating the multi-frequency stellar

irradiation to mimic continuous t⇤ = 1 surfaces (“hybrid method” therein). This treatment has also
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Figure 8.2: Temperature comparison between Athena++ and RADMC-3D for the transition disk
model (54au-rad) at r = 80 au in the vertical direction. The solid and dashed curves show the
temperatures in q direction for Athena++ and RADMC-3D, respectively.

been implemented and tested for our problem and can be used in our future projects. For the full

disk model (rcav = 3r�) in the current paper, the temperature at the midplane can be underestimated

by 40%, due to the very high optical depth. Therefore, processes that are sensitive to the absolute

temperature values (e.g., chemistry) need the hybrid method (Kuiper et al. 2010; Kuiper & Klessen

2013) or the multi-band radiation module (Jiang 2022) in the optically thick regime.
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8.3.3 Pure Hydro Simulations with Different Levels of Simplifications

Since most of the understanding on VSI was from previous vertically isothermal simulations and

linear theory, we also ran various pure hydro simulations with different levels of simplifications

to compare with our rad-hydro simulations. Namely, they are (a) vertically isothermal simulations

with adiabatic EoS and instant cooling (b = 10�6), (b) vertically varying background temperature

with adiabatic EoS and instant cooling, and (c) varying background temperature with adiabatic

EoS and local orbital cooling. Their model names are also listed in Table 1 in Zhang et al. (2024).

(a) Vertically Isothermal Simulations. We tried to compare the vertically isothermal simula-

tions using the same disk aspect ratio (h/r) as the rad-hydro simulations, as the Reynolds stress

is dependent on h/r (Manger et al. 2020) and also temperature power-law index q (Manger et al.

2021). Since radiation hydro simulation will adjust the temperature to reach hydrostatic equilib-

rium from the initial condition, the disk scale height can change from initial condition depending

on the radial optical depth of the star. The midplane and atmosphere also have different tempera-

tures. Thus, we measured the midplane temperature and surface density at r0 (40 au), and radial

power-law density and temperature indices (p and q) of the rad-hydro simulations and put them

as initial conditions for these vertically isothermal simulations. The midplane temperatures for

four radiation hydro simulations are shown in Figure 8.3, along with their initial condition (dashed

line).

(b) Background Temperature with Isothermal EoS. We used the R-Z two dimensional back-

ground temperature averaged between t = 1000-1200 Pin (500-700 Pin for rcav = 54 au) from rad-

hydro simulations and fixed them throughout the simulation. The gas density will adjust according

to the temperature profile after the simulation begins.
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Figure 8.3: The midplane temperature profiles for four radiation-hydro models (time-averaged
from t = 1000-1200 Pin, and t = 500-700 Pin for 54au-rad). Models for 3r�-rad, 18au-rad,
54au-rad, 18au-lowdens-rad are shown in green, orange, purple, and magenta lines, re-
spectively. The dashed line indicates the initial condition of the temperature, which is proportional
to R�0.5.

354



(c) Background Temperature with Local Oribital Cooling. For these simulations, we used the

R-Z background temperature as (b), but used adiabatic EoS with local orbital cooling, where the

cooling means that the temperature will be relaxed to the background temperature in a dimension-

less cooling time b (the cooling time normalized by the Keplerian orbital frequency). We used the

simple optically thin and thick cooling times (Flock et al. 2017),

b = bthin +bthick =
cvWK

16sbT 3

�
k�1

P,g (T )+3(h/k̂)2r2kR,g(T )
�
, (8.8)

where cv = (gg � 1)�1kb/µmH is the specific heat capacity at constant volume. We estimated the

disk scale height by,

h = h0(r/r0)
1.5+q/2 (8.9)

where q is the midplane temperature power-law slope in the radial direction shown in Table 1

in Zhang et al. (2024). We assumed k̂ = 10 as h/10 is a typical length scale measured in Lin &

Youdin (2015). However, since the optically thin term (bthin) dominates in most of the region,

this adoption of h and k̂ is not critical. By combining realistic vertical temperatures and location

dependent cooling times, these simulations should have the closest thermodynamical properties

compared with rad-hydro simulations, as we will demonstrate in the next section.

8.4 Results

8.4.1 Overview

The significant difference between the rad-hydro simulation (top panel) and classical vertically

isothermal simulation (bottom panel) can be demonstrated in Figure 8.4, where we show the line in-
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Figure 8.4: The line integral convolution (LIC) of the velocity field in the meridional plane,
(vR, vZ), color-coded by its magnitude, vmag for fiducial (rcav = 18 au) radiaiton-hydro (top,
18au-rad) and vertically isothermal (bottom, 18au-iso) models. The flow pattern in the bot-
tom panel is very similar to Figure 7 in Flores-Rivera et al. (2020).
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tegral convolution1 (LIC, similar to Flores-Rivera et al. 2020) of our fiducial models (rcav = 18 au),

18au-rad and 18au-iso at t = 1000 Pin, color-coded by the meridional velocity,
�
v2

R+v2
Z
�1/2.

In the vertically and locally isothermal simulation (bottom panel), the classical corrugation mode

(the radially narrow, vertically extended circulation pattern) is clear. In the rad-hydro simulation

(top panel), the disk is separated in two parts, the cool midplane and the superheated atmosphere.

In the cool midplane, the velocity and turbulence levels are low, whereas the superheated atmo-

sphere is more turbulent. The boundary between the cool midplane and superheated atmosphere

exists a strong shear that leads to many small-scale vortices. The global circulation pattern that

can be easily identified in locally and vertically isothermal simulation is replaced by turbulence on

smaller scales.

Next, we analyze all of our radiation models in detail accompanied by pure-hydro simulations

with various levels of simplifications. These quantities are taken either at t = 1000 Pin or time-

averaged values between 1000-1200 Pin. In the case of the rcav = 54 au transition disk, the flow

at the cavity edge will reach the critical condition for the Rayleigh stability criterion and become

unstable. A giant vortex develops at ⇠ 800 orbits, which should break into smaller vortices in

realistic 3D disks. Therefore, we analyze this particular model from 500 to 700 Pin (t=500 Pin for

the snapshot) to avoid this unphysical feature in 2D.

8.4.2 Thermal Structure Determines Kinematics

We will use four rad-hydro simulations to demonstrate that t⇤ = 1 surface (t⇤: radial stellar optical

depth, see Equation 8.21) sets disk temperature and equivalent local orbital cooling structures.

1We used python package lic (https://gitlab.com/szs/lic).
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Subsequently, these two structures determine the disk kinematics.

The 2D (R-Z) snapshots of gas density (left panels), temperature (middle panels), and the ver-

tical velocity (right panels) for four models are shown in Figure 8.5. The gas density does not

deviate significantly from the initial conditions. Gas scale heights are represented by the white

contours overlaid on gas densities, calculated by assuming that vertical density follows a Gaus-

sian profile (see Equation 8.6) and that the temperature is taken at the midplane. In cases where

rcav = 3r� and 18 au (3r�-rad and 18au-rad), the midplane temperature is lower than the

initial condition, whereas the atmosphere temperature is higher, resulting in smaller effective gas

scale heights in the midplane (see Table 1 in Zhang et al. (2024) and Figure 8.3) and larger effec-

tive gas scale heights in the atmosphere. In contrast, for rcav = 54 au and 18 au, low-density cases

(54au-rad and 18au-lowdens-rad), temperatures are higher than the initial condition, lead-

ing to larger effective gas scale heights (see Table 1 in Zhang et al. (2024)). The black contours

represent t⇤ = 1 surfaces where stellar irradiation intercepts the disk, setting the two temperature

structure of the disk (cool midplane and superheated atmosphere). Note that the low density model

(18au-lowdens-rad) lacks this surface, meaning that the entire disk is optically thin to stellar

irradiation.

The locations of the t⇤ = 1 surfaces are shown in the temperature panels (middle panels) in

Figure 8.5. We observe sharp decreases in temperature below these surfaces for the first three

models. The low-density model (18au-lowdens-rad) is nearly vertically isothermal because

the entire disk is optically thin to stellar irradiation. The white contours on top of the temperature

maps indicate where the cooling time, estimated using Equation 8.8, equals the critical cooling time

from Equation 8.1, denoted as bc in each panel. The radial temperature gradient q is estimated by

fitting a power-law to the midplane temperature profile (see Table 1 in Zhang et al. (2024) and
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Figure 8.5: From left to right: the gas density (r), temperature (T), and vertical velocity (vZ) of
four radiation-hydro models at t = 1000 Pin (at t =500 Pin for rcav = 54 au, 54au-rad) in the
meridional (R-Z) plane. From top to bottom: the full disk model with rcav = 3 r� (3r�-rad), the
transition disks with rcav = 18 au (18au-rad), rcav = 54 au (54au-rad), and 1% of the fiducial
density (18au-lowdens-rad). The white contours on the density maps mark the one gas scale
height. The black contours are the locations where the stellar optical depth in the radial direction
reaches unity (the last model, 18au-lowdens-rad, has t⇤ < 1 for the whole disk). The bc on
the temperature maps is the critical cooling time for VSI, represented by the white contours. The
region enclosed by the contour near the midplane has b > bc, so the VSI should not be operating
according to linear analysis. The last two models, 54au-rad and 18au-lowdens-rad, have
b < bc for the whole domain.
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Figure 8.3). The rcav = 3 r� and 18 au models exhibit cooling times exceeding the critical cooling

time in the cool midplane indicating stability, while the superheated atmosphere has cooling times

less the critical cooling time, indicating that the region is unstable to the VSI. The rcav = 54 au and

low-density models do not have cooling times exceeding bc, indicating instability throughout the

domain.

The vertical velocity (vZ/cs) structure in the right panels of Figure 8.5 also reflects temperature

and cooling time structures. For the rcav = 3r� and 18 au models, the vertical velocity is below

1% of the local sound speed in the cool midplane and above 10% of the local sound speed in the

superheated atmosphere. The separation occurs around a gas scale height and slightly below the t⇤

= 1 surface. In the atmosphere, the vertical velocity is still vertically extended and radially narrow,

similar to the n=1 corrugation mode, but the upper and lower disk vertical velocities tend to have

opposite signs, differing from the classical corrugation mode. We show in Appendix 8.10 (Figure

8.22) that these velocities tend to be anti-correlated. The classical n=1 corrugation mode only

dominates when the disk has a vertically constant temperature and a short cooling time (b < bc),

which is the case inside the inner cavity of the rcav = 54 au model and throughout the low-density

model.

For the full disk model (rcav = 3 r�), we observe strong density and velocity perturbations near

the inner boundary. This is a simulation artifact because our simulation domain cannot extend to

3 r� due to the computational cost associated with the very large dynamical range (see the end of

Section 8.3.1).

To quantify the vertical structure of the disk in these radiative-hydrodynamic models, we

present time-averaged vertical profiles of gas density, temperature, the radially integrated stellar

optical depth (t⇤), vertically integrated disk optical depth (tP,d), and cooling time (b ) at r = 80
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Figure 8.6: Time-averaged (t = 1000-1200 Pin and 500-700 Pin for rcav = 54 au, 54au-radmodel)
gas density, temperature, stellar optical depth in the radial direction (t⇤), disk optical depth in the
vertical direction (tP,d), and the cooling time (bc) for four radiation-hydro models cut at r = 80 au
in the vertical direction. Models for 3r�-rad, 18au-rad, 54au-rad, 18au-lowdens-rad
are shown in green, orange, purple, and magenta lines, respectively. The horizontal dashed lines
in the last panel indicate the critical cooling time, bc. The vertical dashed lines indicate the t⇤ = 1
surface for the first three models.
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au in Figure 8.6. The densities of the rcav = 3 r� and 18 au models (3r�-rad and 18au-rad)

exhibit two Gaussian distributions, one concentrated at the midplane and the other more extended

in the atmosphere. These correspond to the cool midplane and the warmer atmosphere, as shown

in the temperature profiles. The temperatures remain almost constant in these two regions, with

the transition occurring between 0.1 to 0.3 radians, roughly equivalent to 2-4 gas scale heights. For

the rcav = 54 au and low-density models (54au-rad and 18au-lowdens-rad), two-Gaussian

profiles are not as clear, given their smoother temperature transition. The low-density model is

nearly vertically isothermal, with a slight temperature drop at the midplane. The transition be-

tween optically thin and thick stellar irradiation occurs at approximately 0.17 radians for all three

models at 80 au (indicated by the vertical dashed lines). The low-density case is optically thin to

stellar irradiation. This model only contains 10�4 M�, which falls at the lower end of protoplane-

tary disk masses. Another way to achieve a very optically thin disk is to modify our assumptions

regarding the fiducial small grain fraction and the dust-to-gas mass ratio. If the disk is entirely

depleted of small particles or has an extremely low dust-to-gas mass ratio, it can become optically

thin to stellar irradiation. The tP,d panel indicates that all models are optically thin to the disk’s

emission. The dimensionless cooling times for these models range from 10�3 to 10. Their critical

cooling times, denoted by the horizontal dashed lines, differ due to variations in gas scale heights

and radial temperature gradients. For the rcav = 3 r� and 18 au models, the transition between the

VSI unstable atmosphere and the VSI stable midplane occurs around 0.15 radians, approximately

2-3 gas scale heights. The rcav = 54 au and low-density models have cooling times smaller than

the critical cooling times throughout their vertical extent, suggesting that the VSI should operate

along the entire vertical extent.

To indicate locations where VSI is active or inactive in the R-Z plane, we present R-f (TR,f ,
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Figure 8.7: From left to right: the turbulence stresses for Z-f and R-f components normalized
by the averaged gas pressure, and the root mean square velocity normalized by the local sound
speed. The values are calculated between t = 1000-1200 Pin, (at t =500-700 Pin for rcav = 54 au,
54au-rad). Other layouts are similar to Figure 8.5.
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left panels) and Z-f (TZ,f , middle panels) Reynolds stresses, normalized by the time-averaged

pressure, along with root mean square velocity normalized by the local sound speed (right panels)

for four radiation models in Figure 8.7. We define aR ⌘ TR,f/hPit and aZ ⌘ TZ,f/hPit, where

TR,f ⌘ hrvRvf it �hvf ithrvRit, and TZ,f ⌘ hrvZvf it �hvf ithrvZit (Nelson et al. 2013b; Stoll &

Kley 2014; Flock et al. 2017). The values are calculated between t = 1000-1200 Pin, except for the

54au-rad simulation which was taken between t = 500-700 Pin. In all three columns, brighter

colors indicate higher turbulence values. In the two stress columns, red colors denote positive

values, while blue colors indicate negative values. The 3r�-rad model shows low levels of aR

(. 10�5) and aZ (. 10�4) in the midplane, but they increase from the inner to the outer disk. The

stress becomes much larger around the t⇤ = 1 surface and approaches 10�2 before reversing sign

to negative values. Overall, aZ is larger than aR near the midplane. The root mean square velocity

is at the percent level of the sound speed near the midplane, approaching a fraction of the sound

speed in the atmosphere, with the strongest values at the transition region (see Section 8.4.3). The

18au-rad model exhibits similar behavior. Its midplane turbulence becomes slightly higher and

the low turbulence region is more confined to the midplane. The 54au-rad model shows VSI-

like anisotropic turbulence between aR and aZ (similar to 18au-lowdens-rad) in the cavity

and at the ring until ⇠ 90 au, where aR is ⇠ 10�4 and aZ is ⇠ 10�2. At the outer disk, turbulence

levels become much higher (& 10�2) in both stress components, which are much stronger than all

other models. This suggests that the gap edge in transition disks can be highly turbulent due to

direct stellar irradiation. For the 18au-lowdens-rad model, the turbulence structures are very

similar to those of vertically and locally isothermal VSI simulations. The aR is ⇠ 10�4 and aZ

is ⇠ 10�2 throughout the disk, while the root mean square velocity is at the percent level of the

local sound speed globally, yet still higher than the midplane values for 3r�-rad and 18au-rad
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models.

8.4.3 Accretion, Zonal Flow, and Vertical Shear Rate

The stress structure determines the disk’s accretion structure. We can reveal this relation by aver-

aging the angular momentum equation in the azimuthal direction (e.g., Turner et al. 2014; Lesur

2021; Rabago & Zhu 2021a; Zhu et al. 2023) and obtain

R
∂ hrdvf i

∂ t
= �hrvRi ∂

∂R
�
Rhvf i

�
�hrvZiR

∂ hvf i
∂Z

� 1
R

∂
∂R

⇣
R2TR,f

⌘
�R

∂
∂Z

TZ,f , (8.10)

where dvf = vf - hvf i, TR,f = hrvRvf i�hvf ihrvRi, and TZ,f = hrvZvf i�hvf ihrvZi. Since our

simulations are in 2D, we calculate time averaged instead of azimuthally averaged quantities. If

we adopt a smooth disk structure (Equation 8.7), the change of hvf i is small in Z direction, so the

second term in the first line can be neglected. We note that in our rad hydro models, the shear at

the transition region between the atmosphere and midplane can be large, but since hrvZi is still

small compared to hrvRi, the second term is still less than the first term. If we also assume the

disk reaches a steady state (left hand side is zero), the accretion structure is only determined by the

derivatives of the stresses. That is2,

hrvRi ∂
∂R
�
Rhvf i

�
= � 1

R
∂

∂R

⇣
R2TR,f

⌘
�R

∂
∂Z

TZ,f . (8.11)

2Besides angular momentum, we also briefly discuss the energy budget in Figure 8.18 in the
Appendix.
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Then we can use Figure 8.7 and Equation 8.11 to explain the time-averaged radial velocity

(vR/cs) in Figure 8.8 shown on the left panels. Since in all our models the vertical gradient of

the stress is greater than the radial gradient among the transition region between midplane and

atmosphere, and TZ,f is greater than TR,f , we can just use the second term on the right hand side

of Equation 8.11 and the center column of Figure 8.7 to understand the accretion structure. The

radial velocity in the midplane is very small for both rcav = 3 r� and 18 au models due to the

small stress and stress gradient there. At the boundary between the cool midplane and superheated

atmosphere, an outgoing flow is on top of an ingoing flow, resembling layered accretion. In Figure

8.7, the region of the ingoing flow is aligned with the sharp transition of negative stress to positive

stress above the midplane, whereas the region of the outgoing flow is aligned with the transition

of positive stress to negative stress in the upper atmosphere. The sign and magnitude of hrvRi

can be perfectly calculated from Equation 8.11. These regions also align with the regions that

have the strongest shear (right panels). In contrast, the midplane shear rate is at least an order of

magnitude smaller. The rcav = 54 au and low-density models have ingoing flow in the midplane,

and outgoing flow in the atmosphere, which is consistent with previous analytical studies on VSI

operating isothermal disks–much strong anistropic turbulence between R�f and Z �f directions

(Stoll et al. 2017; Rabago & Zhu 2021a). These vertical shear rates for these two models are more

uniformly distributed in the vertical direction, due to their more vertically uniform stress profiles

which result from smoother temperature profiles. Compared to rcav = 3 r� and 18 au models, the

shear rates in these two models are larger in the midplane.

The direction of the radial velocity and shear rate can be intuitively understood by examining

the azimuthal velocity shown in the middle panels of Figure 8.8 (azimuthal velocity subtracted by

the local Keplerian velocity). For the first two models that have temperature stratification, the mid-
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plane has faster rotational velocity than the atmosphere. At the transition region near the midplane,

the gas loses its angular momentum due to the shear, thus moving inward, whereas the gas near

the atmosphere gains its angular momentum and moves outward. In the bottom two models, which

lack a strong vertical temperature structure, the azimuthal velocity has less vertical dependence,

resulting in significantly smaller shear and radial velocity. Additionally, all four models exhibit

zonal flows with perturbations to the azimuthal velocity. The rcav = 3 r� and 18 au models have

relatively smaller scale perturbations on several au, whereas the 54 au model has zonal flows on

tens of au. The low density model’s azimuthal velocity perturbation is small and follows the corru-

gation pattern for vertical velocity. These zonal flows are associated with substructures in gas (see

Section 8.5.1) and can be observed in near-infrared scattered light (see Section 8.5.2).

To be more quantitative, we present vertical profiles of various time-averaged velocity fields

at r = 80 au in Figure 8.9. Regarding radial velocity, the outgoing and ingoing flows for the

rcav = 3 r� and 18 au models are approximately 5% of the local sound speed, with the outgoing

flow having a higher magnitude than the ingoing flow. The rcav = 54 au model shows ingoing flow

in the midplane and outgoing flow above the midplane, both at around 2% of the sound speed. In

contrast, the low-density model displays ingoing flow in the midplane at less than 1% of the sound

speed, and outgoing flow above the midplane, which gradually increases to 4% of the sound speed

at 0.5 radians. The time-averaged vertical velocities in the first three models are at the level of

1-2% of the sound speed, while the low-density model has negligible velocity. As for azimuthal

velocity, all models show sub-Keplerian motion due to the radial pressure gradient. The rcav = 3r�

and 18 au models exhibit a sharp transition in azimuthal velocity around 0.2 radians, attributed to

the steep vertical temperature gradient between the cool midplane and the superheated atmosphere.

In the same region, there is a smooth transition in azimuthal velocity for the rcav = 54 au model.
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Figure 8.8: From left to right: the time-averaged (t = 1000-1200 Pin and 500-700 Pin for rcav
= 54 au, 54au-rad model) values of the radial velocity (vR), azimuthal velocity subtracted by
Keplerian velocity (vf - vK), and the vertical shear rate dvf /dZ for four radiation-hydro models in
the meridional (R-Z) plane in the same layout as Figure 8.5.
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Figure 8.9: The vertical slices of the time-averaged (from 1000-1200 Pin and 500-700 Pin for
rcav = 54 au, 54au-rad model) radial velocity (vR), vertical velocity (vZ), azimuthal velocity
subtracted by Keplerian velocity (vf - vK), vertical shear rate (dvf /dZ), and the root mean square
velocity (vrms) of four radiation-hydro models at r = 80 au.

The shear rate for the rcav = 3 r� and 18 au models peaks at 0.2 radians, reaching 0.15 W�1
K,0,

where W�1
K,0 is the time unit, or the inverse of Keplerian orbital frequency at unit radius r0 = 40

au. The rcav = 54 au model also exhibits a slight increase in the same region. In contrast, the

low-density model displays a linear increase in vertical shear above and below the midplane. The

root mean square of the full velocity is also highest around 0.2 radians for the two models. At

the midplane, the rcav = 3 r� model is relatively quiet, with velocities at approximately 2% of the

sound speed. The 18 au model and the low-density model exhibit similar values at the midplane,

approximately 1% of the sound speed. In contrast, the 54 au model is much more turbulent, with

velocities exceeding 20% of the sound speed even at the midplane.
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We also integrated hrvRi along the vertical direction to obtain (time-averaged and radially-

averaged) radial mass accretion rates (Ṁacc = 2pR
R
hrvRidZ) as functions of R and show them in

Figure 8.10 (upper panel). We also show the vertically integrated aR parameter in the lower panel,

defined as

aint =

R
TR,f dZ
R
hPidZ

. (8.12)

Ṁacc is associated with the radial gradient of aint , since if we integrate Equation 8.11 along Z and

assume that hvf i equals to the midplane Keplerian speed vK and does not change with Z, Equation

8.11 can be written as

Ṁacc = � 2p
∂RvK/∂R
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+R2TZ,f
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!
, (8.13)

where the TZ,f is typically small at the boundaries due to the small densities at the disk surface.

The fluctuation is strong in the radial direction with the accretion rate frequently changing signs

on au scale (Figure 8.10 upper panel), whereas the integrated aint has a lower variability (Figure

8.10 lower panel). For rcav = 3 r� model, the accretion rate is negative (ingoing) in the inner disk

until 35 au, then it changes signs rapidly until reaching positive (outgoing) 10�9 M� yr�1 in the

outer disk. Except near the inner boundary, the aint increases from . 10�6 at 50 au to ⇠ 10�2

beyond 200 au. The rcav = 18 au model has positive (outgoing) 10�9 M� yr�1 inside 25 au, but

it can be affected by the setup for inner boundary. Then the accretion rate becomes negative until

100 au, and becomes positive in the outer disk. The aint increases from ⇠ 10�4 to ⇠ 10�2 from

inner to outer disk. The rcav = 54 au model has the highest magnitude of accretion rate, reaching
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positive 10�8 M� yr�1 around 100 au and positive 10�8 M� yr�1 around 200 au. The low density

model has almost zero accretion rate (< 10�11 M� yr�1; the Macc for the low density model is

multiplied by 100 to show its value) and aint between 10�5-10�4 throughout the disk. We want

to emphasize that even though the fiducial 18au-rad model has lower stress values than the

equivalent vertically isothermal model 18au-rad-lowdens at the midplane, the integrated aint

can be still larger due to the layered accretion at the disk surface.

We quantify the stress levels in Figure 8.11. These stresses exhibit fluctuations with respect

to time, radius, and q , thus we compute the average of these quantities between 60-100 au to

represent the stress at 80 au. The time average spans 200 Pin, consistent with previous figures. We

present the stresses for three rad-hydro simulations (rcav = 3 r�, 18 au, and 54 au models in panels

a, b and d), alongside three pure-hydro simulations with various assumptions (panels c, e, and f,

which we will discuss more in the next section, Section 8.4.4). Solid lines represent aZ , while

dashed lines represent aR.

For the full disk model (3r�-rad), both aR and aZ peak around 0.2 radians, coinciding with

the location of the strongest shear and reaching values on the order of 10�2. In the midplane,

aR remains less than 10�6, whereas aZ is around 10�4. The 18au-rad model exhibits similar

behavior, with aZ and aR both reaching values of approximately 10�2 at the transition region

between the midplane and the atmosphere. For both components, a remains around 10�4 to 10�3

in the midplane. In the case of the 54au-rad model, vertical turbulence aZ consistently remains

at a higher level, around 10�3 to 0.4 radians, whereas aR can be lower by an order of magnitude,

approximately 10�3. For classical locally-isothermal and vertically isothermal VSI (18au-iso),

the anisotropy between these two components are more pronounced, with aZ (⇠ 10�2) exceeding

aR (⇠ 10�4) by two orders of magnitude, consistent with previous studies (e.g., Stoll et al. 2017).
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Figure 8.10: The time-averaged accretion rate in the radial direction (integrated in the vertical
direction), and aint (vertically integrated aR) for four radiation-hydro models. The M� yr�1 for
the low density model is multiplied by 100 to show its value. The color representations are the
same as previous figures.
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Figure 8.11: The turbulence stresses for Z-f and (solid lines) R-f (dashed lines) components
normalized by the averaged gas pressure at 80 au along the vertical direction. The values are
calculated between t = 1000-1200 Pin, and averaged from r = 60-100 au. From left to right, they are
3r�-rad, 18au-rad, 18au-bkgT-bkgCool, 54au-rad, 18au-iso, and 18au-bkgT

models, respectively.

Figure 8.12: Time-averaged v2
Z/c2

s that represents the turbulence level in the midplane for rad hydro
models (3r�-rad, 18au-rad,54au-rad, and 18au-lowdens-rad) on the left panel and
fiducial models (18au-rad, 18au-iso, 18au-bkgT, and 18au-bkgT-bkgCool) on the
right panel.
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In the radial direction, not only the integrated turbulence aint increases with radius as shown

in Figure 8.10, but also the midplane turbulence. This can be seen in 2D velocity maps such as

Figures 8.4 and 8.5, and turbulence map in Figure 8.7. We quantify this by plotting the time-

averaged v2
Z in Figure 8.12. On the left panel we show four rad-hydro models. For 3r�-rad

and 18au-rad, the vertical velocities are low in the inner disk ⇠ 1% of the local sound speed at

⇠ 50 au and increases to more than 10% of the sound speed in the outer disk at ⇠ 200 au. For

the 54au-rad model, the turbulence level is high across the disk (& 10% of the sound speed),

where the perturbation is aligned with the zonal flow. The trend can be explained by the fact that

as the effective scale height becomes larger in the outer disk, the density contrast between the

midplane and atmosphere becomes smaller. At ⇠ 200 au, the turbulent flow at the atmosphere

already has enough energy to disturb the quiet midplane. For the 18au-lowdens-rad model,

the turbulence is almost constant across the disk, on the order of 10% of the sound speed, since

there is no thermal stratification.

In a recent paper by Melon Fuksman et al. (2023a), their fdg = 10�4 model ( fdg is the dust to

gas mass ratio) also has a similar temperature and cooling time stratification to our fiducial model,

which leads to a quiet midplane and turbulent atmosphere. We find consistent results except a

higher level of turblence in the midplane. Their midplane turbulence is below 10�7 whereas ours

is between 10�5-10�4. This difference might be explained by multiple factors. First, their inner

disk has a lower h/r, and a lower h/r leads to a lower turbulence (Manger et al. 2020; 2021). In

Figure 8.12, we also show that the turbulence increases with R since the energy contrast between

the midplane and atmosphere becomes lower, which points to a lower turbulence value for the

inner disk. They also have 200 cells per scale height resolution which can better resolve lower

turbulence levels.
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8.4.4 Good Approximation: Background Temperature with Local Orbital

Cooling

As rad-hydro simulations differ significantly from classical VSI shown in vertically and locally

isothermal simulations, we attempt to use pure-hydro simulations with varying levels of assump-

tions for comparison with rad-hydro simulations. We use Figure 8.13 to illustrate that pure hydro

simulations with background temperature and local orbital cooling provide a good approximation

for rad-hydro simulations.

Figure 8.13 displays (from left to right) vertical velocity snapshots, time-averaged radial ve-

locity, azimuthal velocity subtracted from Keplerian velocity, and vertical shear rate. From top

to bottom panels, we have the rad-hydro fiducial model (18au-rad), the vertically and lo-

cally isothermal model (18au-iso), the locally isothermal and background temperature model

(18au-bkgT), and the orbital cooling and background temperature model (18au-bkgT-bkgCool).

The rad-hydro model has been introduced in Figures 8.5 and 8.8; we retain them since these panels

can be directly compared with the isothermal model in the second row, representing a classical

VSI picture. The isothermal model (18au-iso) also resembles the low-density rad-hydro model.

We note that the radial temperature gradient and h/r in 18au-iso model are measured in the

midplane of rad-hydro simulations for a close comparison. In the pure-hydro simulation that in-

corporates the background temperature of the rad-hydro simulation (third row, 18au-bkgT), we

observe the disruption of the delicate n=1 corrugation mode. Layered accretion and strong shear

in the temperature transition region become evident, but the midplane vertical velocity remains

higher than in rad-hydro simulations, as this region is still VSI unstable due to the almost zero

cooling time (b = 10�6). The zonal flow in the azimuthal velocity also differs from the rad-hydro
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simulation.

By incorporating the estimated cooling time from the rad-hydro simulation in the bottom panels

(18au-bkgT-bkgCool), all four fields closely resemble the rad-hydro simulations. Therefore,

we demonstrate that computationally inexpensive pure-hydro simulations can capture crucial fea-

tures of rad-hydro simulations.

It is important to note that they are not identical; an apparent difference is that the zonal flow

in the pure-hydro model has narrower length scales than in the rad-hydro simulations. This dis-

crepancy could be attributed to the static temperature and estimated cooling profiles in pure-hydro

simulations, while rad-hydro simulations undergo secular evolution of temperature and cooling

times. Additionally, the cooling is no longer local, since the radiative cooling can be affected by

other parts of the disk. Their Reynolds stresses are similar but not identical.

In Figure 8.11, the 18au-bkgT-bkgCool and 18au-bkgT models exhibit shapes more

similar to the rad-hydro model (18au-rad) but still display some differences. Their aZ and aR

exhibit similar magnitudes, indicating that the turbulence becomes much more isotropic than in

the isothermal model (18au-iso). However, 18au-bkgT-bkgCool shows lower turbulence

levels, and the sign of Z-f stress differs from 18au-rad beyond 0.3 radians and within 0.1

radians. Additionally, aR is smaller in the midplane. The aZ of the 18au-bkgT model has a

different sign than 18au-rad between 0.2-0.3 radians. Overall, values from rad-hydro models

and those pure-hydro models that adopted the rad-hydro thermal structures have smaller than 10�3

aZ in the midplane, except in the case of a large cavity (54 au). They also exhibit more isotropic

turbulence than the isothermal one. The low-density case is not presented here, but its stress profile

is similar to that of an isothermal simulation with a larger h/r than the 18au-iso model due to

its almost isothermal profiles and low equivalent cooling time (Figures 8.5 to Figure 8.8).
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Figure 8.13: Comparison of the velocity fields between rad-hydro (first panel), isothermal (second
panel), background temperature (third panel), and background temperature with cooling (fourth
panel) models. From left to right: vertical velocity (vZ) snapshot, time-averaged radial veloc-
ity (vR), azimuthal velocity subtracted by Keplerian velocity (vf - vK), and vertical shear rate
(dvf /dZ).
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In the radial direction, the turbulence levels between the pure hydro and rad-hydro simulations

are similar but not identical. On the right panel of Figure 8.12, we show pure hydro models along

with the fiducial rad-hydro model. 18au-bkgT and 18au-bkgT-bkgCool models follow the

fiducial model’s trend, but the former overestimates the turbulence whereas the latter underestimate

the turbulence. The local orbital cooling prescription strongly under-predict the turbulence level

within 70 au. The vertically isothermal model has almost constant turbulence level around the disk

similar to that of the low density rad-hydro model.

8.5 Discussion

8.5.1 Gas Substructures

Related to the zonal flows shown in Figure 8.13, gas substructures can also develop depending

on the inner cavity size as shown in Figure 8.14. The full disk model (3r�-rad) preserves

the initial condition except at the inner disk due to the boundary effect. The 18au-rad model

has perturbation on several au scale, whereas the 54au-rad model has perturbation on tens of

au scale. 18au-bkgT-bkgCool and 18au-bkgT models have similar perturbations as the

18au-rad, whereas the isothermal model 18au-iso keeps the initial condition.

Figure 8.15 shows the time evolution of the surface density. The full disk model (3r�-rad)

and the isothermal model (18au-iso) do not show evident substructures. For the rest of the

models, substructures can form and propagate to the outer disk. for rcav = 18 au models, some of

these rings form at the inner boundary, but other rings can form in the middle of the disk and move

to the outer disk at a lower speed. The time evolutions between 18au-rad, 18au-bkgT, and

18au-bkgT-bkgCool are not identical. The rings in 18au-bkgT-bkgCool model move at
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Figure 8.14: The gas surface density profiles in the radial direction at t = 1000 Pin or 500 Pin for
54au-rad (more opaque lines) and at the initial condition (more transparent lines). The layout is
the same as Figure 8.11.
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Figure 8.15: The gas surface density normalized by the initial condition as a time evolution from
t = 0-1200 Pin. Brown colors mean that the surface density is almost unchanged. Yellow colors
indicate the increase of density, whereas blue colors indicate the decrease of density. The layout is
the same as Figure 8.11.
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Figure 8.16: Near infrared scattered light images (polarized intensity) at H-band (1.63 µm) for
54au-rad, 18au-rad, and 18au-iso models.

a lower speed than those in 18au-rad. For the 54au-rad model, the perturbation becomes

much stronger after 700 orbits due to the vortex formation around 100 au, which may only happen

in 2D (r-f ) simulations. Future 3D studies will unveil a more realistic structure of this model.

These gas substructures can also possibly lead to dust substructures, but this needs to be tested in

future studies that includes dust particles. Overall, our limited sample of rad-hydro models shows

a tentative trend that transition disks with larger cavity sizes are more prone to develop zonal flows

and substructures.
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8.5.2 Observational and Modeling Prospect

While we focus on 2D modeling, the thermal structure is calculated self-consistently so we can

make some predictions for axis-symmetric disks. In Figure 8.16 we show the near-infrared scat-

tered light polarized intensity at l=1.63 µm (H-band) using RADMC-3D for face-on 54au-rad,

18au-rad, and 18au-iso models in linear scale from 0 to maximum value. We used the same

DSHARP opacity (Figure 8.1), assuming that the dust to gas ratio is 0.01 and small grains (0.1-1

µm) account for 0.02184 of the total dust mass. The temperature is directly taken from rad-hydro

simulations. For the isothermal model (18au-iso), we run thermal Monte Carlo (radmc3d

mctherm) to calculate temperature in the r�q plane. The RADMC-3D calculated the full Stokes

image using the scattering matrix. The polarized intensity is (Q2 +U2)1/2. For the large cavity

transition disk model 54au-rad (taken at t = 500 Pin), we can clearly observe the inner rim and

rings at around 100 au. If we take the snapshot at a later time, the ring structure becomes more

evident, consistent with the surface density perturbation in Figure 8.15. However, we need to test

whether this perturbation is still large in 3D simulations in future. For 18au-rad model, several

rings can also be seen close to the inner rim, resembling Figure 8.14, but the length scale is smaller

than the disk with a larger cavity, making their substructures more difficult to be observed. In con-

trast, we can only see the inner rim of the vertically and locally isothermal model (18au-iso),

meaning that the outer disk is in the shadow (i.e., this is a self-shadowed disk as defined in Garufi

et al. 2018b; 2022). While we only have limited numbers of rad-hydro models with varying cavity

sizes, we find the tendency that disks with larger cavity sizes can produce wider rings and can be

easier to be observed in near-infrared scattered light images. This is consistent with the finding

in current scattered light disk demographics which shows that ring structures are predominantly
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found in disks with weak Near-IR excess (Benisty et al. 2023), where weak Near-IR excess is often

interpreted as no inner disk.

As shown in Figure 8.12, the turbulence level appears to be strong in the region where the

disk is directly exposed to stellar irradiation, suggesting that dust turbulent diffusion could be also

strong at the cavity edge. In HD 163296, Rosotti et al. (2020); Doi & Kataoka (2021; 2023) have

found that the a/St value is higher for the inner ring at 68 au, which is more exposed to stellar

irradiation than the outer ring at 101 au. This finding aligns with our results, assuming that the

Stokes number (St) does not vary significantly between these two rings. To validate the impact of

direct stellar irradiation on dust diffusion, it will be crucial to measure dust settling at the cavity

edges through ALMA observations and incorporate dust particles into 3D hydro simulations. Fur-

thermore, in Figure 8.12, for full disks or transition disks with small cavities, midplane turbulence

values increase with radius, a trend that can be readily examined through ALMA observations.

Different molecular lines from the ALMA MAPS Large Program (Öberg et al. 2021) and other

high-resolution, high-sensitivity datasets are used to map the temperature structure in protoplan-

etary disks (Zhang et al. 2021a; Law et al. 2021; 2022; 2023; 2024). Conversely, these data can

also reveal the velocity vectors at line emission surfaces, as indicated in numerous studies (see

a review by Pinte et al. 2023). Specifically, Teague et al. (2019); Yu et al. (2021); Galloway-

Sprietsma et al. (2023) identify disk winds and meridional flows attributed to embedded planets.

Currently, we anticipate a substantial increase in sample size from the ALMA Large Program

exoALMA. Aligning with the theme of the current paper–where temperature structure influences

kinematics–we use Figure 8.17 to illustrate our ability to establish correspondence between the

temperature structure and kinematic features. The figure shows temperature contours overlaid by

meridional velocity vectors for the 18au-rad, 54au-rad, and 18au-lowdens-rad models.
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Figure 8.17: Time-averaged temperature and meridional velocity vectors for 18au-rad,
54au-rad, and 18au-lowdens-rad models. 10% of the local sound speed is shown on the
upper left of each panel.
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In our fiducial 18au-rad model, the temperature is 10-20 K in the midplane, and the velocity

remains low within 200 au. At the transition region from the midplane to the atmosphere, the

gas flows inward, reaching 10% of the sound speed. At higher altitudes, the gas flows outward

with increasing velocity towards the outer disk. In contrast, for the low-density model, since the

temperature has no vertical dependence, the gas velocity remains low throughout the disk. The

change of the flow structure in response to the temperature structure can be identified in obser-

vations. However, the emission surface does not necessarily parallel the streamline. This implies

that the changing direction of the velocity measured along the emission surface in observations can

be attributed to the multiple crossings of the streamlines. A recent study by Martire et al. (2024)

has demonstrated that the difference in inferred rotational velocities from 12CO and 13CO can be

attributed to vertical thermal stratification (see middle panels of Figure 8.8), with the midplane

(traced by 13CO) exhibiting a higher rotational velocity than the atmosphere (traced by the more

optically thick 12CO). By accounting for thermal stratification, they can retrieve properties such

as disk mass and stellar mass more accurately. In our current paper, we want to highlight that

considering thermal structure can lead to further consequences, including spatially varying radial

velocity, vertical velocity, and zonal flow.

The middle panel of Figure 8.17 shows the temperature and flow structure of the transition disk

54au-rad. In this case, the temperature varies both vertically and radially. A giant clockwise

rotating vortex is also present. While the strength of the vortex needs testing in 3D simulations,

it could result from the radial and vertical variation of the temperature, as a similar feature was

found in a pure-hydro simulation, 54au-bkgT-bkgCool. We note that the temperature varia-

tion across the transition disk cavity has been identified from observations (Leemker et al. 2022)

and can shape the variety of transition disk gas substructures (Wölfer et al. 2023), meaning that
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the correspondence between the temperature structure and the kinematic features in transition disk

can also be probed with current observations.

It has been well-known that temperature structure strongly shapes disk chemistry, but we also

aim to use Figure 8.17 to demonstrate that the thermal structure can influence disk chemistry by

shaping disk kinematics, thereby affecting material transport. While static disk models cover more

complete chemical networks, studies considering dynamical effects (e.g., Aikawa & Herbst 1999;

Semenov & Wiebe 2011; Furuya et al. 2013; Furuya & Aikawa 2014; Price et al. 2020; Bergner &

Ciesla 2021; Van Clepper et al. 2022) by incorporating radial and/or vertical gas/dust mixing often

reveal different chemical distributions compared to static models. These dynamic models may

provide a better explanation for observations (see reviews by Krijt et al. 2022; Öberg et al. 2023;

and references therein). We anticipate that, by accounting for advection and turbulent diffusion

due to a specific thermal structure, the chemical distribution can be more accurately predicted.

For instance, the layered accretion in our fiducial model 18au-rad, where an outgoing flow is

atop an ingoing flow, can transport material inward in the colder layer and outward in the hotter

layer, which may also have implications on solid transport in our solar system (Ciesla 2009). The

turbulence level measured at both the midplane and the atmosphere in our fiducial model has some

similarities to layered accretion models featuring an MRI-active atmosphere and a dead zone in the

midplane (Gammie 1996; Simon et al. 2011; 2013; Bai 2015; Xu et al. 2017; Simon et al. 2018).

On the other hand, the high turbulence values in the upper layer are only measured in a few of

protoplanetary disks (Flaherty et al. 2020; Paneque-Carreño et al. 2023) (see a recent review by

Rosotti 2023). Our objective is to conduct 3D simulations to predict unique channel map features,

following previous studies by Hall et al. (2020); Barraza-Alfaro et al. (2021). As demonstrated

in Section 8.4.4 (Figure 8.13), background temperature and local orbital cooling profiles prove
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to be effective approximations for rad-hydro simulations. This sets the groundwork for using 3D

simulations in our future work to make ALMA and near-infrared scattered light observational

predictions.

8.6 Conclusions

Vertical shear instability (VSI) is a promising candidate to generate turbulence in the outer re-

gion of protoplanetary disks. It can be crucial for gas and dust transport in protoplanetary disks. We

studied VSI using the Athena++ radiation module with stellar irradiation, which self-consistently

captured the thermal structure and hydrodynamics. We studied disks with different inner cavity

sizes, accompanied by pure hydro simulations with various assumptions. We find that temperature

structure strongly influences disk kinematics. Our main findings are as follows:

1. The radial optical depth of the star determines the disk’s thermal structure. For realistic

disk setups (Md = 10�2 M�, cavity size < 54 au), the disk can be separated into the cool

midplane and super-heated atmosphere, delineated by the t⇤ = 1 surface (Figure 8.5). If

the disk is optically thin to the stellar irradiation (low mass disk with Md = 10�4 M�), the

temperature is almost vertically isothermal.

2. The thermal structure determines disk’s kinematics. The temperature and cooling time (b )

stratification suppresses the classical n = 1 corrugation mode that leads to meridional circu-

lations found in isothermal simulations (Figure 8.4). Instead, the turbulence becomes more

isotropic on a more local scale, in contrast to very large vertical-azimuthal Reynolds stress

aZ (⇠ 10�2) and weak radial-azimuthal Reynolds stress aR (⇠ 10�4) found in isothermal

simulations (Figure 8.11). The low mass disk has vertically isothermal profiles, so it closely
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resembles all features in isothermal simulations.

3. The strongest vertical shear occurs at the transition region between the cool midplane and

superheated atmosphere where many vortices form. At this transition region, layered accre-

tion happens with an outgoing flow on top of an ingoing flow (Figure 8.8). This layered

accretion can be perfectly explained by the vertical variation of the stress structure (Figure

8.7) using Equation 8.11.

4. Pure hydro simulations with measured temperature structures and estimated orbital cooling

profiles can be good approximations for rad-hydro simulations (Figure 8.13).

5. Zonal flows and gas substructures can develop, and a disk with a larger cavity size has

perturbations with a longer length scale and stronger magnitude (Figures 8.8 and 8.14). At

the cavity edge, the gas has stronger turbulence, which could slow dust settling. Using

MCRT simulations, we confirm that transition disks tend to have rings, and the disks with

larger cavities tend to have more prominent rings, which are easier to be observed in near-

infrared scattered light images (Figure 8.16), consistent with the fact that rings in scattered

light images are predominantly found in disks with weak Near-IR excess.

6. The correspondence between the temperature structure and kinematic features can be tested

by current ALMA observations (Figure 8.17). The temperature structure can also influence

chemistry through shaping the disk kinematics. It can be tested by current ALMA chemistry

observations and considering both disk dynamics and chemistry.
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8.7 Implementation of Stellar Irradiation and Unit Conversion

We employ the Athena++ frequency-integrated implicit radiation module (Jiang & Ormel 2021)

to solve the following set of equations: three hydrodynamic equations and one radiation transfer

equation. Additionally, in the energy equation, we incorporate stellar irradiation as a source term

(- — ·F⇤), similar to Flock et al. (2017).

The set of equations is

∂r
∂ t

+— · (rv) = 0,

∂ (rv)
∂ t

+— · (rvv+PI) = �SSSrrr(P)+ragrav,

∂E
∂ t

+— · [(E +P)v] = �Sr(E)�— ·F⇤ +ragrav · v,

∂ I
∂ t

+ cn ·—I = cSI, (8.14)

Here, r represents the gas density, v is the flow velocity, P denotes the gas pressure, I is the

unit tensor, E is the total energy, I represents the lab-frame specific intensity of photons emitted

by the disk locally, c is the speed of light, and n is the angle in the lab frame. The terms SSSrrr(P) and

Sr(E) represent the disk’s radiation source terms in the momentum and energy equations. They are

moments of the source term SI in the radiation transfer equation, given by:
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SI ⌘ G�3 [ r(ks +ka)(J0 � I0)

+rkP

✓
arT 4

4p
� J0

◆
] ,

Sr(E) ⌘ 4pc
Z

SIdW,

SSSrrr(P) ⌘ 4p
Z

nSIdW, (8.15)

where ka, ks, and kP are the Rosseland mean opacity, scattering opacity, and Planck mean

opacity, respectively. These opacities are all normalized to the gas. The intensity I in the lab frame

is related to the intensity in the co-moving frame I0 through a Lorentz transformation:

I0(n0) = g4 (1�n · v/c)4 I(n) ⌘ G4(n,v)I(n), (8.16)

where g ⌘ 1/
p

1� v2/c2 is the Lorentz factor, G(n,v) ⌘ g (1�n · v/c), and n0 is the angle in

the co-moving frame given by:

n0 =
1

g (1�n · v/c)


n� g v

c

✓
1� g

g +1
n · v

c

◆�
. (8.17)

The angular-averaged mean intensity in the co-moving frame J0 is defined as:
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J0 ⌘ 1
4p

Z
I0dW0, (8.18)

where W0 represents the angular element in the co-moving frame.

The total gas energy density E is given by:

E = Eg +
1
2

rv2, (8.19)

where Eg represents the gas internal energy. Assuming an ideal gas equation of state (EoS), the

internal energy is related to the gas pressure P through the adiabatic index gg as Eg = P/(gg � 1)

for gg 6= 1. The gas temperature T is calculated using T = µP/(Ridealr), where Rideal is the ideal

gas constant and µ is the mean molecular weight. We adopted gg = 1.4 and µ = 2.3 in this paper.

We adopted temperature, density and length units to be T0,r0,r0 respectively. The time unit is

given by W�1
K,0 = (GM⇤r�3

0 )�1/2. The velocity unit v0 is then the Keplerian velocity at r0. These pa-

rameters are used to calculate two key parameters in the radiation module P⌘ arT 4
0 /(r0RidealT0/µ)

and C ⌘ c/a0 (Jiang et al. 2012). a0 is the characteristic isothermal sound speed,
�
RidealT0/µ

�1/2.

The values for our fiducial model are T0 = 6.14 ⇥ 103 K; r0 = 4.28 ⇥ 10�14 g cm�3; r0 = 40 au;

hence P = 1.13 ⇥ 103; and C = 6.36 ⇥ 104. P represents the ratio between the radiation pressure

and gas pressure at these unit quantities, whereas C represents the ratio between speed of light and

characteristic sound speed a0. The P is larger than unity since we adopt a very large value of T0.

We adopt this exact value of T0 since v0 = a0 so we do not need to distinguish between the unit
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velocity and the characteristic sound speed. For typical values of density (⇠ r0) and temperature

(tens of Kelvins) at the midplane, the radiation pressure is much less than the gas pressure. Sim-

ilarly, the typical ratio between the speed of light and local sound speed is � C, as T0 is much

greater than a typical disk temperature. We set density floor to be 10�12 and pressure floor to be

10�15 in code units. We also set a temperature floor to be 0.001 T0 (6.14 K) and a temperature

ceiling to be 0.1 T0 (614 K) to avoid numerical hotspots.

To account for stellar irradiation, we include a heating source term in the energy equation. This

source term is necessary for frequency-integrated radiation transport (e.g., Flock et al. 2017) as

the stellar irradiation is at significantly higher temperatures (thousands of Kelvins) compared to the

thermal emission from the disk (tens to hundreds of Kelvins). In a future work (Baronett et al., in

prep) that uses a multi-group radiation module (Jiang 2022), this source term is not required, and it

can better capture the multi-frequency nature of radiation transport both for the stellar irradiation

and disk emission.

The stellar irradiation heating flux F⇤(r) is given by:

F⇤(r) =

✓
R⇤
r

◆2
sbT4

⇤e�t r̂, (8.20)

where T⇤ and R⇤ represent the stellar surface temperature and radius, respectively. Here, sb de-

notes the Stefan-Boltzmann constant, which is related to the radiation constant ar as sb = arc/4.
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The radial optical depth for the star at each q is given by:

t⇤(r,q) =
Z r

R⇤
k(T⇤,q)rdust(r,q)dr

= t⇤,bc(r,q)+ t⇤,domain(r,q)

=
Z rin

R⇤
k(T⇤,q)rdust(r,q)dr+

Z r

rin

k(T⇤,q)rdust(r,q)dr , (8.21)

where rin represents the inner radius of the computational domain. The first term in the second line

of Equation 8.21 refers to the optical depth within the region interior to the computational domain.

These values are not evolved with time but depend on the density and opacity setup of the global

disk. Namely, they depend on the inner cavities’ radii, gas scale height, and surface density.

To ensure compatibility with MPI (Message Passing Interface), where the ray-tracing needs to

cross all the grids in the radial direction and a ray can enter different MeshBlocks located on

different CPUs, we adopted the following procedure. First, we calculated the optical depth within

each MeshBlock. Then, we declared a user-defined Mesh data array to store all the t⇤ values

at the outer boundaries of each MeshBlock. These values represent the local optical depths

integrated from the inner boundary (rmb,in) to the outer boundary (rmb,out) of each MeshBlock.

For the zeroth column, it stores values of t⇤,bc. In the middle of each timestep, we cumulatively

sum the the user defined Mesh data in the radial direction. Then an MPI Allreduce operation

is performed to update all the user-defined Mesh data array in all the CPUs so that the inner

boundary optical depths of each MeshBlock has their correct global values. Finally, the optical

depth t⇤ within each MeshBlock can be calculated by adding up its current MeshBlock’s inner

boundary value and its local integrated value. Specifically, within each MeshBlock, the optical
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depth is given by:

t⇤(r,q) = t⇤(rmb,in,q)+
Z r

rmb,in

k(T⇤,q)rdust(r,q)dr, (8.22)

where t⇤(rmb,in,q) is the global optical depth at the MeshBlock’s inner boundary stored in the

user-defined Mesh data array.

8.8 Energy Budget

We use the energy equation in Equation 8.14 and refer to Figure 8.18 to illustrate the energy

budget in our fiducial model, 18au-rad, where each term is time-averaged between t=1000-

1200 Pin. Assuming a steady state (∂E/∂ t=0), the energy flux divergence term on the left-hand

side (— · [(E +P)v]) should be balanced by three terms on the right-hand side: cooling from the disk

radiation (-Sr(E)), heating from the stellar irradiation (-— · F⇤), and the work done by the stellar

gravity (ragrav · v). We can move the gravity term to the left-hand side and incorporate it into the

energy flux divergence, considering it as the flux divergence of gravitational potential energy.

Figure 8.18 compares the disk cooling (left panel), stellar heating (middle panel), and the

energy flux divergence (right panel). In the atmosphere, stellar heating is prominent, and most

of the energy is radiated away by disk cooling, as both -— · F⇤ and Sr(E) exhibit similar values.

However, in the midplane, stellar heating is nearly negligible, given our implementation of single-

frequency stellar irradiation (Equation 8.20), where few photons can penetrate below the t⇤ = 1

surface. Interestingly, while disk cooling values are relatively small in the midplane, they still

surpass stellar heating significantly. This additional disk cooling is offset by the negative energy

flux divergence shown in the right panel.

394



Figure 8.18: Time averaged (t=1000-1200 Pin) source terms and energy flux divergence in the
energy equation (Equation 8.14) for the fiducial model 18au-rad. Left panel: disk’s radiation
source term (Sr(E)); middle panel: stellar irradiation heating source term (-— · F⇤); right panel:
energy flux divergence including gravitational energy.

Upon closer examination of each flux component, we find that the negative divergence arises

from the advection of energy from the upper and lower atmospheres to the midplane. When we

deactivate advection by freezing the hydrodynamics and solely conduct radiative transfer, the mid-

plane temperature experiences a slight decrease by a few percent, indicating that energy advection

can increase the temperature of the cold midplane by a few percent. We expect that when we in-

clude multi-wavelength stellar irradiation, the midplane can receive more stellar heating so that the

influence of advection on the midplane temperature can be weaker.

8.9 Disruption of the Inertial Wave

Linear theory has unveiled the global model of VSI as an overstability, a destabilized inertial

wave (Barker & Latter 2015). Recently, Svanberg et al. (2022) (also see Stoll & Kley 2014) used

locally and vertically isothermal simulations to investigate the inertial wave patterns of VSI. A

significant finding is that inertial waves associated with the corrugation mode could be identified

in several radial wave zones separated at Lindblad resonances, each characterized by different
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frequencies. These wave zones also exhibit slightly different turbulence values.

However, when considering a self-consistent thermal structure that takes into account stellar

irradiation, the inertial wave patterns become less distinct. Figure 8.19 illustrates the time evolu-

tion of the vertical velocity at the midplane, while the accompanying frequency and wavelength

analyses are presented in Figures 8.20 and 8.21. In the isothermal simulation 18au-iso, we ob-

serve the classical corrugation model pattern as found in Stoll & Kley (2014) and Svanberg et al.

(2022), characterized by alternating peaks and troughs moving radially. These patterns represent

group velocity and phase velocities propagating in opposite directions (Figure 3 in Svanberg et al.

2022). In contrast, the remaining simulations do not exhibit this evident wave feature, except for

54au-rad between 30-60 au, within the cavity and at the ring location. This is consistent with

our observations in Figure 8.5, where the corrugation mode is identified in vZ for 54au-rad near

the cavity. Similarly, the 18au-lowdens-rad model (not displayed here) exhibits a wave pat-

tern similar to the isothermal simulation. For the other models, we can still observe certain wave

patterns, albeit different from the inertial wave patterns identified in the isothermal model. The

pronounced velocity in 3r�-rad is likely an inner boundary effect due to the disk surface’s (h/r)

discontinuity. A comprehensive understanding of these wave patterns still needs ongoing studies.

In summary, the classical VSI inertial wave pattern only manifests when the disk is optically

thin to stellar irradiation so that the disk is close to vertically isothermal and has a short cooling

time. This can occur when the disk has low dust opacity (18au-rad,lowdens) or when the

disk possesses a wide inner cavity (54au-rad).
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Figure 8.19: The time evolution of the vertical velocity (vZ) in the midplane from 0-1200 Pin for
various models in the same layout as previous figures.
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Figure 8.20: The Fourier transform of the time evolution of the vertical velocity in the midplane
(Figure 8.19). The frequency (w) is in unit of 1/WK,0, where WK,0 is the Keplerian frequency at 40
au. R is also normalized by R0 = 40 au. The diagonal solid line indicates w = W = WK,0(R/R0)�1.5,
and the dashed line indicates w = 0.1W. The layout is the same as previous figures.
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Figure 8.21: The wavelength occurrence of the vertical velocity (vZ) in the midplane measured
from every snapshot from t = 0-1200 Pin, with 1 Pin as the interval. The wavelength is measured as
the distance of the neighbouring zero crossing points. The brighter colors represent higher counts.
The layout is the same as previous figures.
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Figure 8.22: The cross-correlation functions of the vZ between the upper and lower atmosphere
shifted in the radial (r) direction with varying shift ratios, averaged between 0.2-0.25 radians above
and below the midplane for t = 1000-1200 Pin (t = 500-700 Pin for 54au-rad). The values are
normalized by the auto-correlation functions in the upper atmosphere without a shift (shift ratio =
1). If the upper and lower atmosphere has the same vZ, i.e., vZ(r, q ) = vZ(r, p - q ), the correlation
should be unity at shift ratio = 1.
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8.10 Asymmetry Above and Below the Midplane

While we have demonstrated that the inertial wave pattern associated with the corrugation

mode in classical VSI becomes less apparent in rad-hydro simulations or pure hydro simulations

with self-consistent thermal structures, we can still observe some elongated stripes in the vertical

direction for vZ , as depicted in Figures 8.5 and 8.13. In contrast to isothermal simulations, the gas

parcels above and below the midplane do not appear to move consistently in the same direction.

The vertical velocity in Melon Fuksman et al. (2023a) also shows anti-symmetry when the disk

midplane is VSI-inactive ( fdg=10�4 therein), whereas corrugation mode only occurs when the VSI

is active in the whole domain ( fdg=10�3 therein).

In Figure 8.22, we attempt to quantify these trends by measuring the autocorrelation function

(dashed lines) for a horizontal cut within the range of 0.2-0.25 radians in the radial direction and

a cross-correlation function (solid lines) between this cut and the one on the other side of the disk

(p �q ) at a specific snapshot and then averaging over 200 Pin. Their values are normalized by the

autocorrelation value with no radial shift (radial shift ratio = 1). Absolute values between 0.1 to 1

are presented in a log-scale, while absolute values between 0 and 0.1 are shown in a linear scale.

The cross-correlation of the isothermal model (18au-iso) closely aligns with the autocorrelation

function, suggesting that the upper and lower disks move in the same direction, echoing the n=1

corrugation model in Figure 8.13. In contrast, the remaining models exhibit trends where auto-

correlation and cross-correlation functions have the opposite signs during the first few turnovers,

indicating that the upper and lower disks are more likely to move in opposite directions. This anti-

correlation between upper and lower surfaces resembles that of the n=2 breathing mode found in

the initial growing phase of VSI (e.g., Nelson et al. 2013b; Barker & Latter 2015). However, this
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anti-correlation is not as strong as those in the linear growth phase, indicating that more than one

modes are operating in this highly non-linear regime. A possible explanation is that the n=1 corru-

gation mode requires communication between the upper and lower disk. However, in our fiducial

radiation models, the communication between two surfaces are disturbed by the temperature and

cooling time stratification so that n=2 and other modes take over.

8.11 Parameter List
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Symbol Description
r, q , f spherical polar coordinate
R, Z, f cylindrical coordinate
p/2 - q this value is 0 at the midplane
W orbital frequency
WK Keplerian velocity
r� ⇡ 0.0047 au, solar radius
r0 = 40 au = 1 code unit of length
rcav cavity size
W�1

K,0 = 1 code unit of time ⇡ 40 yr
p midplane density power-law index
q temperature power-law index
r surface density power-law index
gg = cp/cV = 1.4, adiabatic index
Rideal = kb/mp ideal gas constant
µ = 2.3 mean molecular weight
cs = (RT/µ)1/2, isothermal sound speed
P gas pressure
r gas density
Sg gas surface density
Sg/Sd gas-to-dust mass radio
vrms = root mean square velocity (e.g., Flock et al. 2020)
vmag magnitude of the meridoinal velocity
v0 unit velocity
a0 characteristic sound speed
T temperature, assume Tgas=Tdust
T0 = 1 code unit of temperature = 6.14⇥103 K
Tfloor = 6.14 K, temperature floor
Tceiling = 614 K, temperature ceiling
T� solar temperature
rin = 21.6 au, inner boundary
Pin ⇡ 100 yr, orbital period at rin
b dimensionless cooling time
bc critical cooling time for VSI
fs mass fraction of the small dust
h gas vertical scale height
t⇤ stellar optical depth in the radial direction
kP,d, kR,d Planck and Rosseland mean opacities (to dust)
kP,g, kR,g Planck and Rosseland mean opacities (to gas)
tP,d, tR,d disk optical depth in the vertical direction
Macc mass accretion rate
aint vertically integrated aR,f

Table 8.1: Parameters used in the paper.
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CHAPTER 9 Conclusion

In this dissertation, I first used planet-disk interaction simulations to explain the ubiquitous

substructures observed among protoplanetary disks and inferred young planet populations, cal-

culated their occurrence rates, and compared them with exoplanet statistics (Chapters 2 and 3).

These young planets are located between 10-100 au, with most of them having Neptune masses. In

Chapter 4, I developed a machine learning technique to infer young planet mass and disk viscosity

directly from the disk images.

The rest of the dissertation is dedicated to the self-consistent treatment of thermal structure and

dust properties in protoplanetary disks. In Chapter 5, I explored the effects of disk self-gravity and

radiative cooling on the formation of gaps, spirals, and young planets. I found that when the cool-

ing time is similar to the orbital time, the spirals are dampened, and the gaps become narrower and

shallower. Consequently, the planet mass would be underestimated if we still use locally isother-

mal simulations to fit planet mass. In Chapter 6, I considered two populations of dust species

and calculated the temperature structure around Gaussian rings when the disk reaches hydrostatic

equilibrium. I identified two mechanisms that can lead to temperature differences across the ring.

The first is the shadowing effect, where the region behind the ring is in shadow and has a lower

temperature. The second is the excess cooling of the big grains. Since big grains are trapped

more efficiently in the ring and they have higher opacity at longer wavelengths, the equilibrium

temperature is lower at the ring. We predict that the temperature drop can be observed by ALMA

CO line emission and can even lead to possible dynamic effects. In Chapter 7, we tried to explain
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the SED and dust self-scattering polarization of HL Tau disk together by using porous dust par-

ticles. When porosity is considered, we found that the inconsistency of the dust size constrained

from these two methods disappeared, and we can even constrain the mm-cm sized dust grains to

have porosity from 70%-97%. In Chapter 8, I made the thermal structure and hydrodynamics fully

coupled by using radiation-hydrodynamics to study a promising hydrodynamic instability, the ver-

tical shear instability (VSI). I found that the thermal structure and cooling timescale significantly

influence VSI behavior. The inner rim location and radial optical depth affect disk kinematics.

Compared with previous vertically-isothermal simulations, our full disk and transition disks with

small cavities have a superheated atmosphere and cool midplane with long cooling timescales,

which suppress the corrugation mode and the associated meridional circulation. This temperature

structure also produces a strong vertical shear at t⇤ = 1, producing an outgoing flow layer at t⇤ < 1

on top of an ingoing flow layer at t⇤ ⇠ 1. The midplane becomes less turbulent, while the surface

becomes more turbulent, with effective a reaching ⇠ 10�2 at t⇤ . 1. This large surface stress

drives significant surface accretion, producing substructures.

In the future, I aim to continue exploring the influence of thermodynamics in protoplanetary

disks and try to answer, ”What role does radiation play in shaping disk kinematics and morphol-

ogy?”. My immediate goal is to distinguish between substructures that originate from planets and

those that have non-planetary origins and establish a quantitative link between planet properties

and kinematic/morphological features. My ultimate goal is to probe young planet populations and

constrain planet formation mechanisms.
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ALMA Partnership, Brogan, C. L., Pérez, L. M., Hunter, T. R., Dent, W. R. F., Hales, A. S., Hills,

R. E., Corder, S., Fomalont, E. B., Vlahakis, C., Asaki, Y., Barkats, D., Hirota, A., Hodge, J. A.,

Impellizzeri, C. M. V., Kneissl, R., Liuzzo, E., Lucas, R., Marcelino, N., Matsushita, S., Nakan-

ishi, K., Phillips, N., Richards, A. M. S., Toledo, I., Aladro, R., Broguiere, D., Cortes, J. R.,

Cortes, P. C., Espada, D., Galarza, F., Garcia-Appadoo, D., Guzman-Ramirez, L., Humphreys,

E. M., Jung, T., Kameno, S., Laing, R. A., Leon, S., Marconi, G., Mignano, A., Nikolic, B., Ny-

man, L. A., Radiszcz, M., Remijan, A., Rodón, J. A., Sawada, T., Takahashi, S., Tilanus, R. P. J.,

Vila Vilaro, B., Watson, L. C., Wiklind, T., Akiyama, E., Chapillon, E., de Gregorio-Monsalvo,

I., Di Francesco, J., Gueth, F., Kawamura, A., Lee, C. F., Nguyen Luong, Q., Mangum, J., Pietu,

V., Sanhueza, P., Saigo, K., Takakuwa, S., Ubach, C., van Kempen, T., Wootten, A., Castro-

Carrizo, A., Francke, H., Gallardo, J., Garcia, J., Gonzalez, S., Hill, T., Kaminski, T., Kurono,

Y., Liu, H. Y., Lopez, C., Morales, F., Plarre, K., Schieven, G., Testi, L., Videla, L., Villard, E.,

Andreani, P., Hibbard, J. E., & Tatematsu, K. 2015b, ApJ, 808, L3

Andrews, S. M. 2020, ARA&A, 58, 483

Andrews, S. M. 2020, Annual Review of Astronomy and Astrophysics, 58, 483

Andrews, S. M., Huang, J., & et al. 2018a, ApJ
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Ségransan, D., Matthews, E. C., Quanz, S. P., Kennedy, G. M., Müller, A., Reffert, S., & Rick-

man, E. L. 2023, A&A, 669, A145

D’Alessio, P., Calvet, N., & Hartmann, L. 2001, ApJ, 553, 321

D’Alessio, P., Canto, J., Calvet, N., & Lizano, S. 1998, ApJ, 500, 411

D’Antona, F. & Mazzitelli, I. 1994, ApJS, 90, 467

Davies, M. B., Adams, F. C., Armitage, P., Chambers, J., Ford, E., Morbidelli, A., Raymond, S. N.,

& Veras, D. 2014, Protostars and Planets VI, 787

de Juan Ovelar, M., Min, M., Dominik, C., Thalmann, C., Pinilla, P., Benisty, M., & Birnstiel, T.

2013, A&A, 560, A111

Dent, W. R. F., Pinte, C., Cortes, P. C., Ménard, F., Hales, A., Fomalont, E., & de Gregorio-

Monsalvo, I. 2019, MNRAS, 482, L29

Dieleman, S., Willett, K. W., & Dambre, J. 2015, MNRAS, 450, 1441

Dipierro, G., Pinilla, P., Lodato, G., & Testi, L. 2015a, ArXiv e-prints

Dipierro, G., Price, D., Laibe, G., Hirsh, K., Cerioli, A., & Lodato, G. 2015b, MNRAS, 453, L73

Dipierro, G., Ricci, L., Pérez, L., Lodato, G., Alexander, R. D., Laibe, G., Andrews, S., Carpenter,

J. M., Chandler, C. J., Greaves, J. A., Hall, C., Henning, T., Kwon, W., Linz, H., Mundy, L.,

Sargent, A., Tazzari, M., Testi, L., & Wilner, D. 2018, MNRAS, 475, 5296

414



Disk Dynamics Collaboration, Armitage, P. J., Bae, J., Benisty, M., Bergin, E. A., Casassus, S.,

Czekala, I., Facchini, S., Fung, J., Hall, C., Ilee, J. D., Keppler, M., Kuznetsova, A., Le Gal, R.,

Loomis, R. A., Lyra, W., Manger, N., Perez, S., Pinte, C., Price, D. J., Rosotti, G., Szulagyi, J.,

Schwarz, K., Simon, J. B., Teague, R., & Zhang, K. 2020, arXiv e-prints, arXiv:2009.04345

Dodson-Robinson, S. E. & Salyk, C. 2011, ApJ, 738, 131

Dohnanyi, J. S. 1969, J. Geophys. Res., 74, 2531

Doi, K. & Kataoka, A. 2021, ApJ, 912, 164

—. 2023, ApJ, 957, 11

Dominik, C., Min, M., & Tazaki, R. 2021, OpTool: Command-line driven tool for creating complex

dust opacities, Astrophysics Source Code Library, record ascl:2104.010

Donati, J. F., Moutou, C., Malo, L., Baruteau, C., Yu, L., Hébrard, E., Hussain, G., Alencar, S.,
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R. G., Mantelet, G., Marchal, O., Marchant, J. M., Marconi, M., Marinoni, S., Marschalkó,
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Fyfe, D., Gallardo, E., Gallegos, J., Gardiol, D., Gebran, M., Gomboc, A., Gómez, A., Grux,
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Güttler, C., Mannel, T., Rotundi, A., Merouane, S., Fulle, M., Bockelée-Morvan, D., Lasue, J.,

Levasseur-Regourd, A. C., Blum, J., Naletto, G., Sierks, H., Hilchenbach, M., Tubiana, C.,

Capaccioni, F., Paquette, J. A., Flandes, A., Moreno, F., Agarwal, J., Bodewits, D., Bertini, I.,
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Andrews, S. M. 2021, A&A, 648, A33

Macintosh, B., Graham, J. R., Barman, T., De Rosa, R. J., Konopacky, Q., Marley, M. S., Marois,

C., Nielsen, E. L., Pueyo, L., Rajan, A., Rameau, J., Saumon, D., Wang, J. J., Patience, J.,

Ammons, M., Arriaga, P., Artigau, E., Beckwith, S., Brewster, J., Bruzzone, S., Bulger, J.,

Burningham, B., Burrows, A. S., Chen, C., Chiang, E., Chilcote, J. K., Dawson, R. I., Dong, R.,
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K. R., Sierra, A., Teague, R., Tsukagoshi, T., Yamato, Y., van’t Hoff, M. L. R., Waggoner,

A. R., Wilner, D. J., & Zhang, K. 2021, ApJS, 257, 1

Ogilvie, G. I. & Lubow, S. H. 2002, MNRAS, 330, 950

Ohashi, N., Tobin, J. J., Jørgensen, J. K., Takakuwa, S., Sheehan, P., Aikawa, Y., Li, Z.-Y., Looney,

L. W., Williams, J. P., Aso, Y., Sharma, R., Sai, J. I. C., Yamato, Y., Lee, J.-E., Tomida, K., Yen,

H.-W., Encalada, F. J., Flores, C., Gavino, S., Kido, M., Han, I., Lin, Z.-Y. D., Narayanan,

S., Phuong, N. T., Santamarı́a-Miranda, A., Thieme, T. J., van’t Hoff, M. L. R., de Gregorio-

Monsalvo, I., Koch, P. M., Kwon, W., Lai, S.-P., Lee, C. W., Plunkett, A., Saigo, K., Hirano, S.,

Lam, K. H., & Mori, S. 2023, ApJ, 951, 8

Ohashi, S. & Kataoka, A. 2019, ApJ, 886, 103

Ohashi, S., Kataoka, A., Nagai, H., Momose, M., Muto, T., Hanawa, T., Fukagawa, M., Tsuk-

444



agoshi, T., Murakawa, K., & Shibai, H. 2018, ApJ, 864, 81

Okuzumi, S., Momose, M., Sirono, S.-i., Kobayashi, H., & Tanaka, H. 2016a, ApJ, 821, 82

—. 2016b, ApJ, 821, 82

Okuzumi, S., Tanaka, H., Kobayashi, H., & Wada, K. 2012, ApJ, 752, 106

Ossenkopf, V. 1993, A&A, 280, 617

Paardekooper, S., Dong, R., Duffell, P., Fung, J., Masset, F. S., Ogilvie, G., & Tanaka, H. 2023, in

Astronomical Society of the Pacific Conference Series, Vol. 534, Protostars and Planets VII, ed.

S. Inutsuka, Y. Aikawa, T. Muto, K. Tomida, & M. Tamura, 685

Paardekooper, S.-J. & Mellema, G. 2006, A&A, 453, 1129

Paneque-Carreño, T., Izquierdo, A. F., Teague, R., Miotello, A., Bergin, E. A., Loomis, R., & van

Dishoeck, E. F. 2023, arXiv e-prints, arXiv:2312.04618

Pascucci, I., Testi, L., Herczeg, G. J., Long, F., Manara, C. F., Hendler, N., Mulders, G. D., Krijt,

S., Ciesla, F., Henning, T., Mohanty, S., Drabek-Maunder, E., Apai, D., Szűcs, L., Sacco, G., &
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S., Wilner, D. J., Ricci, L., Henning, T., Linz, H., Kwon, W., Corder, S. A., Dullemond, C. P.,

Carpenter, J. M., Sargent, A. I., Mundy, L., Storm, S., Calvet, N., Greaves, J. A., Lazio, J., &

Deller, A. T. 2016, A&A, 588, A53

Teague, R., Bae, J., & Bergin, E. A. 2019, Nature, 574, 378

Teague, R., Bae, J., Bergin, E. A., Birnstiel, T., & Foreman-Mackey, D. 2018a, ApJ, 860, L12

—. 2018b, ApJ, 860, L12

Teague, R., Bae, J., Birnstiel, T., & Bergin, E. 2018c, ArXiv e-prints

451



Teyssandier, J. & Ogilvie, G. I. 2017, MNRAS, 467, 4577

Thompson, S. E., Coughlin, J. L., Hoffman, K., Mullally, F., Christiansen, J. L., Burke, C. J.,

Bryson, S., Batalha, N., Haas, M. R., Catanzarite, J., Rowe, J. F., Barentsen, G., Caldwell, D. A.,

Clarke, B. D., Jenkins, J. M., Li, J., Latham, D. W., Lissauer, J. J., Mathur, S., Morris, R. L.,

Seader, S. E., Smith, J. C., Klaus, T. C., Twicken, J. D., Van Cleve, J. E., Wohler, B., Akeson,

R., Ciardi, D. R., Cochran, W. D., Henze, C. E., Howell, S. B., Huber, D., Prša, A., Ramı́rez,
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